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1.1. Operating System

An operating system is a system software that is an interface between a computer user and
computer hardware. An operating system is a software program which performs all the basic tasks like
file management, memory management, process management, handling input and output and
controlling peripheral devices such as disk drive and printers.

An operating system is similar to a government. Like a government, it performs no useful
function by itself. It simply provides an environment within which other program can do useful work.

User-n

User-1 User-2 User-3

System and Application Programs

Operating System

Computer Hardware

Fig. 1

ts that of the user and that of the system.

1. User view (Resource utilization) : Many computer users sit in front of a PC, consisting ofa
e use and system unit, Such a system is designed for one user to monopolize its
f user view experiences can be explained as follows :

Operating system have two viewpoin

- monitor, keyboard, mo
' tesources. The different types 0
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Operating Syste
=YStem,

he user is using personal computer, there is no need for the opeating system to w
(a) l{; “:t: r.;sol'rcc utilization. This is because the personal computer uses all the resouy,
abot X ;
available and there is no sharing.
If the user is using a system connected to a mainframe or a minicomputer. The Operaty,
(b) ystem is largly concerned with resource utilization. This is because there may be multip,
S

terminals connected to the mainframe and the operating system makes sure that a| g,
resources such as CPU, memory, I/O devices, etc.

User .| Operating System
View ‘| System | View
Fig. 2

(c) If the user is sitting on a workstation connected to other workstation through networks, then
the operating system needs to focus on both individual usage of resources and sharing
through the networks.

2. System view (Resource allocator : The different types of system view for operating system
can be explained as follows :.

(2) The system views the operating system as a resource allocator, There are many resources
such as CPU time, memory space, file storage space, I/0 devices, etc. that are required by
processes for execution. It is the duty of the operating system to allocate these resources.

(b) The operating system can also work as a control program. It manages all the processes and
I/O devices so that the computer system works smoothly and there are no errors.

(c) Computer were required to easily solve user problems so operating systems were developed
to easily communicate with the hardware,

1.2. History of Operating System

Operating Systems IN 1950s :

1956 : GM-NAA 1/0

system of general motors and NAA was the first operating system for the
IBM704 computer,

1959 : Share Operating System (SOS) based on GM-NAA I/O
Operating systems In 1960 :

1961 : Compatible Time-Sharing (CTSS), first time sharing opeating systems developed at the
MIT computation center for IBM 709

1961 ; Burroughs Master Co

ntrol Program (MCP) for the B5000 system.
1964 ; IBM system 1360

-batch processing system for IBM mainframe.
mming system that supported multitasking,

iplexed Information and Computing Service) time-sharing operating
of a single-level memory.

1968 : The multiprogra

1969 . Multics (Mult
System based on the concept

1969 : UNIX 4 famil

of multitaski i i ms at the bell labs
research center by ken s y itasking, multiuser computer operating syste

Pson. Dennis ritchije and others
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operﬂﬁ“g systems -In 1970s :

1970 : DOS-11 by digital Equipment corparation for Digital PDP-11 minicomputer

1972 : PRIMOS by Prime Computer for its minicomputer systems

1973 : Xerox Alto First Computer designed to support on OS based on GUI

1974 : Multi-Programming Executive, a mainframe computer real time operating system made
by Hewlett Packard.

1977 : Berkeley Unix based on the source code of the original Unix developed at Bell Labs.
widely adopted by workstation. Descendants, such as free BSD, Open BSD. Net BSD or Dragon Fly

BSD.
Operating system-In 1980s

1981 : MS-DOS on Operating System for X-86 based PC developed by Microsoft. Rebranding
as IBM PC DOS _

1984 : Classic Mac OS developed for the Macintosh Family of Personal Computers by Apple
Inc. from 1984 to 2001 starting with system 1 and ending with MAC OS.9.

1985 : Windows 1.0 by Microsoft for Apple’s January 1984. The first mass-product personal

computer with a graphical user interface (GUI) _
1987 : Minix (from mini-unix) is a POSIX-Compliant Unix like operating system based on a

microkernel architecture.

Operating Systems-In 1990s :
1990 : Microsoft Windows 3.0
1991 : GNU/LINUX
1992 : Windows 3.1
1993 : Windows NT
1995 : Windows 95
1998 : Window 98
Operating Systems-In 2000s :
2000 ;: Windows 2000, Red Hat Linux
2001 : MAC OS X, Windows XP.
2007 : iOS (for iphones, ipads)
2008 : Android OS (Mobile phone came with the Android Operating System)

2009 : Windows 7

Operatihg Systems-ln 2010s :
2012 : Windows 8, Haiku R1, Alpha 4

. 013 : Debion
2015 : Windows 10, Z/OS :
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Classification of Operating Syste.m |
Operating systems can be classified as follows :
{; Single User : Just allows one user to use the program at one time. Exaiisle DO D
ting system) | |
opera z_g Multi User : In multi user operating system two or more users to use their programs af e
same time. Examples UNIX, LINUX

3. Single Processor : A single processor operating system contains only one processor, so only
one process can be executed at a time and then the process is selected from the ready queue. Example

IBM mainframe (IBM System/360)

Application-1 Application-2 Application-3

Operating System

4

Processor

Fig. 3

4. Multiprocessor : Multiprocessor Operating System allows the multiple processors and these
processors are connected with physical memory, computer buses and peripheral devices. Main
objective of using multiprocessor operating system is to consume high computing power and increase
the execution speed of system. Examples Windows NT, 2000, XP and UNIX.

Processor E-mail Browser
l:L ---------- @ @
' Operating System :
Z ]
Processor-1 . Processor-2
Fig. 4

The multj Processor systems are of two types.

a -
'process(ol)- iA:S:n}metric Mul.tiprocesslng : In asymmetric multiprocessing operating system each
either look to ;,Slgned A sPeflﬁc task. A master processor controls the system and other processors
€ master for instruction or have predefined tasks. '

(b) Symmetric )
processor performs g ta:’l[(s“'lﬂprocessing : In symmetric multiprocessing operating system each

Scanned with CamScanner



13

Overview of Operating System
5. Clustered System : Another type of multiple-CPU system is the clustered system. A cluster
is created when two or more computer systems are merged. In cluster system, computer share common

storage and the system work together.

~—— Computer-2
- 3 - -—-“
S
e e
Computer-1 (e | i . Computer-3
N /" —
wli=i Ry
J i J iy
Storage
Fig. s

There are two types of cluster systems.
(a) Symmetric cluster : In this type of clustering all the nodes run application and monitor

other nodes at the same time.

Node Cluster

User

Fig.6
(b) Asymmetric cluster : In this type of clustering, one of the nodes is in a hot stand by mode,
while rest all nodes run different applications.

User >Clum|

Fig.7
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Types of operating systems |
: Some of the widely used operating systems are as follows :

1. Batch operating system.

2. Multiprogramming operating system.

3. Multitasking/time sharing operating system.

4. Real time operating system.

5. Distributed operating system.

1. Batch operating system : This types of operating system does not interact with the computer
directly. There is an operator which takes similar job, have same requirement and group them into
batches. It is responsibility of operator to sort the jobs with similar needs,

Batch operating system is one where programs and data are collected together in a batch before
processing starts. A job is predefined sequence of commands, programs and data that are combined
into a single unit called job.

When a job completes execution, its memory is released and the output for the job gets copied
into an output spool for later printing.

Job-1 » Batch >
-0 erétin\
Job-2 : gystemg / » Batch > CPU
Job-3 AT »  Batch >
VSR

Fig. 8

Spooling : Spooling stand for simultaneous peripheral operation on line. Spooling refers to

fwdumg jobs in buffer, a special area in memory or on disk where a device can access them when it is
y.

The buffer provides a Waiting station where data can rest while the slower device catches up.

Card Y
Reader CPU

Printer

A

Flg. 9
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2. Multiprogrammin g )
to execute more gthem ons o;zrgl:mg system : Multiprogramming is also the ability of an system
. am on a single processor machin
- e.
program/job/process can reside into the main memory at one point of time o pnons ek

Ut I 14 izi i -

oy z??o(l’aplizm:qg SlySlf:m keeps sc'vcral Job§ in memory simultaneously. This set of jobs can be a
Suse ! i t.\c J0b pool which contains all jobs that enter the system. Since the number.of
jobs that can be kept simultancously in memory is usually smaller than the number of job that can be
kept in the job pool. The operating system picks and begins to execute one of the job in memory.

Operating System

Job-1

Job-2

Job-3

Job-4

Fig. 10

3. Multitasking/Time sharing operating system : Multiprogrammed system provides an
environment in which the various system resources (for example, CPU, memory and peripheral
devices) are utilized effectively, but they do not provide for user interaction with the system.

In time sharing (or multitasking), the CPU executes multiple jobs by switching among them, but
the switches occur so frequently that the users can interact with each program while it is running.

Time sharing requires an interactive computer system which provides direct communication
between the user and the system. The user gives instructions to the operating system or to program
directly, using a input device such as a keyboard or mouse and waits for immediate results on an output

device,

Word Web =
= Processor G- Browser Antivirus
lL
lL V l/ _
‘\ ’ \\ ll
N ¢/ Operating System >\ -
—— —_— \\ /’ ~. 7
O | |
— '2
Terminal ~ Terminal Terr;lnal CPU-1 CPU
1 2
Multi-tasking
Time Sharin
% Fig. 11
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B
16 . . operating system allows many users to share the computer simultaneously.
A time sh'anng p ¢ multiple tasks or processes to use a computer system at a time, |,
rvll(\.lltitr;:l:;:‘::;kt exccution of multiple task or processes over a certain period of time.
multitasking

Basically time sharing operating system and multitasking operating system increase the
u“hm:m;:i:::e operating system : A real time system is used when rigid time requirements hav
- pla.c e; on the operation of a processor or the ﬂ.ow of data.. ‘ -

A real time system has well-defined, fixed t}mc constraints, I.’rocessmg must be -do-ne with the
defined constraints or the system will fail. A real time sys_tem functions correctly only if it return the
correct result within its time constraints. Missile system, air traffic control system are example of rea|
time system real time systemf'is of two types.

(a) Hard real time system : A hard real time system has the most stringent requirements,
guaranteeing that critical real time tasks be completed within their deadlines.

(b) Soft real time system : A soft real time system is less restrictive, simply providing that 2
critical real time task will receive priority over other tasks and that it will retain that priority until i
completes.

S. Distributed operating system : A distributed system is a collection of processors that do nol
share memory. Each processor has its own local memory. The processors communicate with one
another through various communication networks, such as high speed buses or telephone line.

| , [l
Site A «—Server - Resources Site C
] =

Communication

Site B <+— Client

Flg. 12
“A distributed operatin : : . « . .
i o cinkiple independeﬁ ts:;sptg!; ‘m one that looks to its users like an ordinary operating syster

If a number : fos i :

| userat Onaezite myoscd;ﬁfﬁtuzﬁ; (with different capabilities) are connected to one another, then
¢ ke meo ;e::::zs:hgvailable at an.other. For example, a user at s_site A m.ay

: . Mkt i ile, a user at site B may access a file that resides at sitt

There s . 0 AR i

= (.i_) h:m:tﬁ:; reasons for building distributed system.

e b, ‘C°’“P‘¥taﬁ°n‘speedﬁp‘ T l

e (iii) Reliability - % 230k

) Communicay

on’
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Operating System Services
The common services provided by the operating system is listed below.
Program execution
1/0 operation
File system manipulation
Communication
Error detection
6. Resource allocation
7. Protection
1. Program execution : The operating system must be able to load a program into the merhory-

for its execution. The program must complete its execution either normally or indicating error.
Following are the major activities of on operating system with respect to program management.

® Loads a program into memory :

® Executes the program

® Handles program’s execution

® Provide a mechanism for process synchronization

® Provide a mechanism for process communication

® Provide a mechanism for dead lock handling

2. I/O operation : Program may require any I/O device while running. So operating system
must provide the required I/O.

® 1/O operation means read or write operation with any file or any specific /O device.

® Operating system provides the access to the required I/O device when required.

3. File systém manipulation : A file represents a collection of related information. Computers
can store files on the disk (secondary storage) for long term storage purpose. Following are the major
activities of an operating system with respect to file management. :

5. Program needs to read a file or write a file. . i

* The operating system gives the permission to the program for operation on file.

‘® Permission varies from read-only, read-write, denied. \

® Operating system provides an interface to the user to create/delete directories.

* Operating system provides an interface to create the backup of file system. -
" .4, Communication : Data transfer between two processes is required for some time. The both
. Processes are on the one computer or on different computers but connected through computer ur:etwo.r:;
'Thc operating system manages communication between all the processes. Following are. the maj¢

. Activities of an operating system with respect to communication. th &
.- ® Two processes often require data to be transferred between them.
' ' n different computers. - - . ¢

7 ~.~ ® Both the processes can be on one computer or o : ; i 7
g Communication méy be implemented by two methods, either by shared mcmOry or by -
- Mmessage passing. Ry ! : ;

Ll

s e

-
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18 Error can occur anytime and anywhere. An error may occur in CPU, ip 10

n: F « e,
5. Errol}'1 df::;::zw hardware. Following are the major activities of an operating system Wwith
: in the 1 ;
devices or in ! nd error handling.

r detection a .
respect to €rro tem constantly checks for possible errors.

crating SYyS , | .
. I:c ogeraﬁ“g system takes an appropriate action to ensure correct and consistent computing,
[ co

Resource management ! If there are more than one user or jobs running at the same time,

6c:.ou:ces must be allocated to cach of them. Operating system manages different types of

. :cccs Following arc the major activities of an operating system with respect to resource
Tesources.

management. _ _
e The operating system manages all kinds of resources using schedulers.

e CPU scheduling alogrithms are used for better utilization of CPU.

7. Protection : In protection, all the access to the resources is controlled. In multiprocess
environment, it is possible that, one process to interface with the other, or with the operating system, so
protection is required.

Protection refers to a mechanism or a way to control the access of programs, processes, or users
to the resources difined by a computer system. Following are the major activities of an operating
system with respect to protection.

© The operating system that all access to system resources is controlled.

® The operating system ensures that external I/O devices are protected from invalid access

attempts,
1.3. User Operating System Interface

A user interface refers to a part of an operating system, program, or device that allows user to
enter @d receive information. There are two fundamental approaches for users to interface with the
operating system. One technique is to provide a command-line interface or command interpreter that
allows users to directly enter commands that are to be performed by the operating system. The second
approach allows the user to interface with the operating system via a graphical user interface or GUL

inte:fa:; ?:ml-mnd line interface : Some operating system can still be used with a text based user
- 1o this case the commands are entered as text, Many of the commands given at this level

manipulate files; create, delete, list. pri
operate in this w ay. » 1181, print, copy, execute and so on. The MS-DOS and UNIX Shells

m file text,

To display the text ba
~based
Press Enter on the keyboard to la
Prompt, you can type your co
2, Graphica] user |
n
tlu:ough 2 user friendly
pointer op images, or
- - System functiopg_

command Prompt in Windows, open the start menu and type cmd

unch the Command Prompt in a separate Window. With the command
mmand from keyboard,

terface ;
Y graphical yge
Icons, on the g¢

Af second strategy for interfacing with the operating system i
I nterface or GUI, In GUI the mouse is moved to position it
reen (the desktop) that represents programs, files, directories an!
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System calls
System calls provide an interface to the services made available
calls are available as assembly language instructions. They are also included in the manuals used by

the assembly level programmers. System calls are usually made when a process in user mode r uires
access to a resource then it requests the kernel to provide the resource via a system call eq

by an operating system. System

Kernel : A kemel is the central part of an operatin i
g system. It manages the operat
computer and the hardware memory, and CPU time. : FrEstions of the

A figure representing the execution of the system call is given as follows :

User Mode
User Process Get System Return from
Executing Call System Call
\ /
]
Execute
System Call
Kemel Mode

Fig. 13

In general, system calls are required in the following situations :
1. If a file system requires the creation or deletion of files. Reading and writing from files also

requires a system call.

2. Creation and management of new processes.
3. Network connections also require system calls. This include sending and receiving packets.

4, Access to a hardware devices such as a printer, scanner, etc. requires a system calls.

Types of system calls |
There are mainly five types of system calls these are explained as follows.

1. Process control : A process is basic entity in the system. The process in the system need t.o
" be crea;ed deleted and aborted. These many operations are required on the process for their

management., These are some example.
" Fork () : — Create a process.
Exit ( ):: = Terminate a8 process.
Kill () : — Terminate a process abnormally.

Nice () : — Increase a priority of a process.
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7 le.j“20 _
&k .. 2. File management :

R m”h"" °’b°tWe¢n Processes on
A vaxdedby the operating system through these communication related system calls, -
System Programs .. . ... T L

Operating Systam‘
LA

Creation, deletion, opening, closing, reading and writing are some -

{ operations on files Similarly for organizing files, there is a directory system and thereby,
# genefa ¢

system managing them.
< Create () To create a new file
Open () Toopen a file

- Close () To close a file
. 'Read () Toread a file

Write () To write a file

L seek () Change the position of the read write pointer

Link () Give another name to a file

Unlink () Delete a file in a directory

Mk dir () Create a new directory.

3. Device management : These system calls are responsible for device manipulation such a5
reading from device buffers, writing into device buffers, etc.

Set console mode () This sets the input mode or output mode, console’s input buffer or output
buffer respectively. 2 AT
' Read console () This reads the characters from the console input buffer.

Write console () This writes the characters into the console output buffer.

Request de'vi;ce, release device, get device attributes, set device attributes are also operation ofi

- device management.

‘ 4. Information maintenanes : Many system calls exist simply for the purpose of transfering’
information between the user program and the OS. "
: get time () setdate() = . . get process ()
b .;‘le_t.h!iln;e ().. . getsystem datai () ..  setprocess()

getdate () set system data O '

5. Communications : There is a need for communication among the processes in the system. :
General operation of communication are opening and closing the connection, sending and receiving
"m‘essa:lgcs,l_rgadiqg_and writing messages and soon. . . I8y sAd RSt R B 2

- Msgsnd () sending a message i i 2 |

Msgr_cv() bl i _%xgceivingamessage .

1., These system calls may be related to the communication bgtw#én processes cither on the same |

different nodes of a network. Thus inter process communication is

v X ¢ S
85 3 2 fs IR e tr o L
FE Ty LA Y L PR

Sysietn progray an y. e U¢ & convenient environment for program development and cxecution-
langiages: Some of gy 4 88 8t Of building:systems:software! using system programmin.
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User

User Interface

System
Application
Programs C} # Programs

System Calls j

Kernel

Fig. 14

System programs can be divided into these categories :.
1. File management : A file is a collection of specific information stored in memory of
computer system. File management is defined as process of manipulating file in computer system, its
management includes process of creating, modifying and deleting files. It helps to stores files in
separate folders known as directories. File management generally manipulate files and directories.
2. Status information : Information like date, time amount of available memory, or disk space
is asked by some users. Others providing detailed performance, logging and debugging information
which 1s more complex. All this information is formatted and displayed on output devices and print the
output to the terminal.
3. File modification : Several text editors may be available to create and modify the content of
files stored on disk or other storage devices.
4. Programming-language support : Compilers, assemblers, debuggers and interpreters for
common programmmg languages (such as, C, C ++, Java, visual basic) are often prowded to the user
with the operating system. _
| 5. Program loadmg and execution : When a program is ready after assembling and 7
; compilation, it must be loaded into memory for execution. A loader is part of an operating system that
| is responsible for loading programs and llbrarles Loaders, relocatable loaders, linkage edltors and
| overlay loaders are provided by system, '
6. Communications ; These programs provide the mechanism for createing virtual connections

among processes, users, and computer systems. User can send messages to other user on their screen,
user can send email, browsmg on web pages, remote login, transformation of files from one user to -
another ;
' ‘Some examples of system programs !n operatlng system are :
. * Windows 10 :

T, . MAC OSX

e Ubuntu
s f' Linux
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: ¢ Unix
, ¢ Android
i e Anti virus
g e Disk formatting
i * Computer language translators.

Operating System Structure

Operating system can be implemented with the help of various structures. The structure of the
operating system depends mainly on how the various common components of the operating system are
interconnected and melded into the kemmel. We have following structures of the operating system,
Simple structure : Such operating system do not have well defined structure and are Small,
simple and limited systems. The interfaces and levels of functionality are not well separated. MS-DOg
is an example of such operating system. In MS-DOS application programs are able to access the bagic

T/0 routines.

Resident System Program

4

MS-DOS Device Drives

S S|

ROM BIOS Device Drivers

Application Program

, . ' Fig. 15
Layered structure : In this structure the OS is broken

intq number of layers (levels). The bottom layer (Layer O) is
%he hardware and the top most layer (Layer N) is the user
wnterface. These layers use the functions of the lower level
layers only. St shdie '

 The main advantage of the layered approach is cisuniicicy

4 ; ' pproach is simplicity

" :i: ?nsmwtmn and debugglgg. The layers are selected so that
e hve”‘;‘“,_f“ﬂcmnf (Operations) and services of only lower
o Ym mu an example of this structure,
, - Microkernels ; Tpjs structure designs the operating

ng all non-essentjal components from the

ayer N
User Interface

g‘ fth Rl el -kernel, il ‘ | Flg. 16 o :

€8 of this structure are tha a1 ies need - R A A
be added 1o Sinbrie Al new servies need I A i R B R
ot e M 06 ot i he Kl t b modifid, MAC O3 s anexample
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Modular structure : It is considered as the best approach for an OS. It involves designing of a
modular kemel. The kernel has only set or core Ccomponents and other services are added as

dynamically loadable modules to the kemel either during run time or boot time. For example the
solaris operating system structure, shown in figure,

Scheduling
Classes

Device and
Bus Driver

File Systems

Miscellaneous
Modules

Core Solaris
Kernel ’

Loadable
System Calls

Streams
Modules

Executable
Formats

Fig. 17

Virtual Machines

Virtual machines are based on computer architectures and provide ﬁinctionality of a physical
computer. Their implementations may involve specialized hardware, software.

Processes Processes Processes Processes
Kernel Programming Kernel Kemel Kemel
Interface :
Hardware VM1 VM2 VM3

Virtual Machine Implementation

Hardware

‘  (8) Non-Virtual Machine (b) Virtual Machine

Fig. 18
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The fundamental idea behind, a virtual machine is to abstract the hardware of a single computer

(the CPU, memory, disk drive, network interface cards and so forth) into several different execution
environments, thereby creating the illusion (misunderstanding) that each scparate execution

environment is running its own private computcr.
Benefits of virtual machine :
1. No protection problems (there is complete protection of the various system resources).

2. There is no direct sharing of resources. (It is possible to define a network of virtual
machines, each of which can send information over the virtual communication network).

3. It provides good security.
4. Virtual machine supports the research and development of O.S.
5. It solves the problem of system development time.

b A e i e R — —— = %,

.'_7\7'"“‘:‘:\'——'": --‘_;”—T"‘*_‘; 3 ‘w#‘ﬁ & ﬁ: Wi s /J s\ I A ‘b 700 4ek 7 ARy

“*ibm‘mn m} iﬁunupte 'ihquc'ndent CPU, -

-f Ferd

ﬁde a nuﬁiber of services. At the lowcst level system calls allow
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1. Write down the advantage of batch processing system.
2. What are the major function of operating system?
3. Explain the main features of an real time operating system.
4. Draw the layered structure of an operating system.
5. What is an operating system? Discuss the main services of the operating system.
6. Discuss the differences between a time sharing system and real time system.
7. Discuss the objectives of the multiprocessor system.
8. Explain multitasking.
9, What do you understand by system call? How is a system call made? How is a system call
handled by the system? Choose suitable examples for explanation.
10. What are the operating system services? '

| 11. What do you understand by system programs?
12. What are the virtual machine and also explain its benefits.
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oomept '.pméég'sﬁ‘}sfafé Proci:':éss,;‘_Con't_rol "Block,r Scheduling Queues, Scheduler, Job
gler, Process  Sched Context- Switch, Operations on - Processes, Interprocess
.cahon,Shared ‘Memory. Systems,

ling Criteria, Sche

g ‘ ystems,  MessagePassing Systems, CPU Scheduler,
duling Algorithms; P ptive and Non Preemptive, First come first
....... L e ot b
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Robi )i ul_tipr.ocessor scheduling, Process

Rob

Process management involves various tasks like creation,

Stack
scheduling, termination of processes, and a dead lock. Processes is a
program that is under execution, which is an important part of Heap
modern day operating system, Data
It is the job of operating system to manage all the running Text
processes of the system. It handles operations by performing tasks Fig. 2.1 : Process architecture
like process scheduling and sych as resource allocation.
Process : Process is the execution of a program that performs the actions specified in that
l;mgmm. It can be defined as an €xecution unit where 0 program runs. The operating system helps you
u:‘ate. »Schedule, and terminates the processes which is used by CPU.
- vm;hdi * The stack stores temporary data like function parameters, returns addresses and local
| Heap ; A A . :
Data ; lomf femory, which may be processed during its run time.
> FLeontains the yarighpe,

o TR s Ty aris .
Bram coupter mtm Includes the cyrrent activity, which is represented by the value of the

R teipfaprocess' | urten
47 Sate of ap is
. .bg l;nfm, of the ollowing statc;;1e

o B RV e SR

ined in part by the current activity of that process. Each process may
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Terminated

Admitted Interrupt

Schedular dispatch
I/0 or Event g

completion I/O or Event

wait

Fig. 2.2 : Diagram of Process state.

Waiting : The process is waiting for some event to occur (such as an I/O completion or
reception of a signal) :

Ready : The process is waiting to be assigned to a processor.

Terminated : The process has finished execution.

Process Control Block A
A process control block (PCB) is a data structure used by computer operating systems to store :
all the information about a process. It is also called a task control block. tr n S
' When a process is created, the operating system creates a corresponding “process control -
block. T 2o Sl ¢
e Information in a process control block is updated during the translation of process states.

e When the process terminates, its PCB is returned to the pool from which'new PCBs are

-~

od b

drawn.

e Each process has a single PCB
Role : The role of the PCBs is central in process management. They are accessed and/or
modified by most utilities, particularly those involved with scheduling and resource management.

Structure :

Process state

Process number

Program counter

Registers

Memory limits

List of open files
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Y St

Process state : The state may be new, ready, running, waiting halted and so on.

Program counter : The counter indicates the address of the next instruction to be executed fo
this process. 1

CPU Registers : The registers vary in number and type, depending on the compy,
architecture. They include accumulators, index registers, stack pointers and general purpose registers,
plus any condition code information.

CPU Scheduling information : This information includes a process priority pointers o |
scheduling queues and any other scheduling parameters. |

sy

Memory-management information : This information may include such information a the |
value of the base and limt registers, the page tables or the segment table, depending on the memory |
system used by the operating system.

Accounting information : This information includes the amount of CPU and real time useq |
. , 1
time limits, account numbers, job or process numbers and so on. !

PSP

1/0 status information : This information includes the list of I/O devices allocated to the

ol h z B T R S

The operating sytem maintains all process control blocks in process scheduling queues. The }
operating system maintains a separate queue for each of the process states and process control block of |
all processes in the same execution state are placed in the same queue. When the state of a process is
changed, its process control blf)c,k is unlinked from its current queue and moved to its new state queue.

The operating system maintains the following important process scheduling queue.

Job queue : This queue keeps all the processes in the system.

~ Ready quee ; Ihis,quélie'kkéeps a set of all processes residing in mainmemory, ready and
waiting to execute. A new process is always put in this queue.

~

% Device queues ;
constitute this queue

Wi Ny
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e
The operating system can use different policies to manage each queue (FIFO, Round Robin,
Prionity. ete.).
2.3. Scheduler
Scheduler are special system software which handle process scheduling in various ways. Their

main task is to select the jobs to be submitted into the system and to decide which process to run.
Scheduler are of three types.

e Long-term scheduler (Job scheduler)

e Short-term scheduler (CPU scheduler)

¢ Medium-term scheduler.

1. Long-term scheduler (Job scheduler) : Long-term scheduler is also called job scheduler. A
long term scheduler determines which programs are admitted to the system for processing. It selects
process from the queue and loads them into memory for execution. Process loads into the memory for
CPU scheduling.

2. Short-term scheduler (CPU scheduler) : Short term scheduler is also called CPU scheduler.
Its main objective is to increase system performance in accordance with the chosen set of criteria. It is
the change of ready state to running state of the process. CPU scheduler select a process among the
processes that are ready to execute and allocates CPU to one of them.

3. Medium term scheduler : Medium term scheduler is a part of swapping. It removes the
processes from the memory. It reduces the degree of multiprogramming. The medium term scheduler is
incharge of handling the swapped out processes. ’ |

e R S "

2-4 Contexl Swi!ch __.~_‘.:_;_'.": :;j,:;.'_= ,_ o S iy i = -; 4 S , falts
A context switch is the mechamsm to store and restore the state or context of a CPU in process
cotnrol block so that a process execution can be resumed from the same point at a later time. Using this
technique, a context switcher enables multiple processes to share a smgle CPU. "Context switching is
an essential part of a multitasking operatmg system features. " \
When the scheduler switches the CUP from excecuting one process to execute another, the state
from the current running process is stored m 10 process control block &

P <852y . oSl e
ity o » .t Y aF
F A ,.' 5% Tt iy

Operations on Processes
There are many operations that can bc performe

mechanism for process creation and termination.
Process creation : A process may create several new processes, via a create-process system
eating process is called a parent process, and the new

call, during the course of execution. The cr
processes are called the children of that proccss Each of these new processes may in turn create other
\

processes, forming a tree of processes, .

When a process creaftct smwbca'tw possibu;ﬁﬁmgm&“mn
1. The parent contmlics fo execute comhfeﬂtly ’ith its ch’mié& Her
2. The parent waits until some or alyof mcbxldreu hive temunm&

“There are also two possibilities in terms of the address space of the new pmcess

d: oh pr_ocesses. Systems must provide a

3y 4
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1, The child proces is a duplicate of the parent process (It has the same program and gy,

. theparent) o
S ”2‘ Thepchild process has a new program loaded in to it.

Process termination : After the process has completed the execution of its last instructiop it
= The resources held by a process are released after it is terminated.

'nated, | 5 '
L be terminated by its parent process if its task is no longer relevant.

A child process can -
A parent may terminate the execution of one of its children for a variety of reasons, such 5

‘these
B 1. The child has exceeded its usage of some of the resources that it has been allocated.

" » The task assigned to the child is no longer required.
. 3.Theparentis exiting, and the operating system does not allow a child to continue if its paren
. terminates.

Inter process communication is the mechanism provided by the operating system that allows

. processes to communicate with each other.

) The operating system may be either independent processes or cooperating processes. A process
" is independent if it can not affect or be affected by the other process executing in the system. Any
process that does not share data with any other process is independent. A process is cooperating if it

can affect or be affected by the other processes executing in the system. Clearly any process that shares
data with other processes is a co-operating process.
There are several reasons for providing an environment that allows process cooperation.

Information sharing : Since several users may be interested in the same piece of information,
; we must provide an environment to allow concurrent access to such information. '
_7 Computation-speedup : ‘If Wwe want a particular task to run faster, we must break it in0
¢ Vsubtasks, cach of which will be executing in parallel with the others.

: M,)dularity ' We may want to construct the system in a modular fashion, dividing the syste®
- function into separate processes or threads.

h C“nve,ni‘_’nce * Even an individual user may work on many tasks at the same time.

- \_ to éﬁ&mﬁxzzmﬁquire an interprocess communication mechanism that will all‘_’W 'jhem

S ion, There are two fundamental models of interprocess communication.
: '2.:M¢35586 passing

. " Shared memory systor . oy '
by multiple processe‘:r%;iy Bfem +'Shared memory is the memory that can be simultaneously acq:ssed
[t Z'-Iﬁterpf'oéééga c;: _,S}S done so that the processes can communicate with each other.
veS_.Fabh.svh‘ aregion of shareg:;t:’;;sgmfg 'J'VSharedl memory requires communicating processes 10
s o llustrate B eascsen Pt ORI BRENAR Uy B N
problem, which-is a:()::: :‘ept"f cooperating “processes, let’s consider  the producer-consume
LR R e nparadlgmforcooperatmg processes. A 'prqducer. process ipl_‘Oducef’_
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information that is consumed by a consumer
o process. For i
code, which is consumed by an assemblor example, a compiler may produce assembly

he assember, in ' which
e, GomETE i therlogdEs, » in turn may produce object modules,
P
focess A [E Process A
____________ 1
Process B @ Shared :|

____________ 5
2l I Process B :I

Kemel @ « Kernel

(a) Message passing

(b) Shared memory
Fig. 2.4

Message-passing systems : Message passing provide a mechanism to allow processes to
communicate and to synchronize their action without sharing the same adderss space and is
particularly useful in a distributed environment, where the communicating processes may reside on
different computers connected by a network. For example, a chat program used on the world wide Web
could be designed so that chat participants communicate with one another by exchanging messages.

A message-passing facility provides at least two operations; send (message) and receive
(message). Here are several methods for logically implementing the send ( )/Receive ( ) operations.

® Direct or indirect communication :

e Synchronous or asynchronous communication

e Automatic or explicit buffering

Scheduling Criteria
Many criteria have been suggested for comparing CPU scheduling algorithm-which
characteristics are used for comparison can make a substantial difference in which algorithm is judged
to be best. The criteria include the following. s
. 1. CPU utilization : CPU utilization is the average function of time, during which the processor
is busy. CPU utilization can range from 0 to 100 per cent. b :
2. Through put : If the CPU is busy executing processes, then work is being done. One
measure of work is the number of processes that are completed per time unit, called through put.
3. Tuzn around time : The interval from the time of submission of a process to the time of
completion is the turnaround time. - s, g AR g
4. Waiting time ; Waiting time is the sum of the period spent waiting in the ready queve.
5. Response time : Response time is the time from the submission“iof a request upti]l the‘rﬁr.s‘t_‘ L

_ Tesponse is produced.
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Preemptive and non preemptive scheduling
CPU scheduling decisions may take place under the following four circumstances.
1. When a process switches from the running states to the waiting state.

2. When a process switches from running state to the ready state.

3. When a process switches from the waiting state to the ready state.

4, When a process terminates.

When scheduling takes place only under circumstances 1 and 4. We say that the scheduling
scheme is nonpreemptive (Example : The FCFS scheduling algorithm is nonpreemptive) otherwise
schedulmg scheme is preemptive. (Round Robin schedulmg algorithm is preemptive).

heduling Algorithms
There are many different CPU scheduling algonthms

1. First come first seved scheduling (FCFS) : FCFS is the simplest scheduling method. CPU is

allocated to the process in the order of arrival. The process that requests the CPU first is allocated the
CPU first.

FCFS is also called FIFO. FCFS is nonpreemptive scheduling algorithm implementation of the
FCFS policy 1s easily managed with a FIFO queue.

Consider the following set of processes that arrive at time 0, with length of the CPU burst given
in milliseconds. -

_ If the proccsscs arrve. in the order of PPy Py
average waiting time and average tum around time.
_Gantt chart ; ' ) N

3

0

Waitlng tlme
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Average waiting time = 9;;5112_7
3 Average turn around time
51
== _ 24427430
3
=17 Milliseconds

81
= ? =27 Milliseconds

If the processes arrive in the order of PPy P
average waiting time and average turn around time

Gantt chart :

and are served in FCFS order. Calculate the

Pp_ P3 Pl
0 3 6 30
Waiting time Turn around time
P =6 P =30
Py =0 | Py=3"
Py =3 Py =6 |
Average waiting time = ot (3) +3: Average turn around time = 30+3:46
9 | ®
3 , AT g
= 3 Millisecond ; = 13 Milliseconds

2. Shortest-Job-first Scheduling : Shortest job first scheduling is a preemptive or non
preemptive algorithm. In the shortest job first scheduling algorithm the job having shortest or less burst
time will get the CPU first. It is the best approch to minimize the waiting time. |

SJF improves the through put of the process by ensuring that the shorter jobs are executed first,
thus the possibility of less turn around time.

As an example of SJF scheduling, consider the followin
CPU burst given in milliseconds.

g set of processes, with the length of the

i

Process Burst time |
8 i

" | %
Py 7 .
3 !

Py |

|

5

A tocss Is 0 and pincessos asrive i the onder of i, Py, By anc it rr it

al ime is gi w.
chart, waiting time and average turm around time is given bel.o
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¥ Ganttchart:
0 3 9 16 24
' Wdit‘in'g time Turn around time
' Pl '—"3 Pl =90
P2 =16 P2 =24
' P4‘:-=O : Py =3
Average waiting tlme = Average turn around time
3+16+9+0 SAlliag: _9+24+16+3
4 4
B eoall _5
4 “ T4
-7Mi111secdi1ds : ! = 13 Milliseconds

3. Pnonly scheduling : CPU is allocated to the highest priority of the process from ready

queue. Each process has a priority number. If two or more processes have the same priority, then FCFS
- 2lgorithm is applied for solving. -

- Priority scheduling is preemptive or non preemptive. Priority of the process can be defined

either mtcmally or extemally In prlorlty scheduhng we assume that low number represent high
PﬂOﬁiy. < ‘ IR

S _As an example, consndcr thc followmg sét of processes, assumed to have arrived at time 0, in the
o 'l,order Ofﬂ’PZ'P?’ P, 4 and Py, with the length of the CPU burst gwen in milliseconds.

Process Burst tjme e Hsinden Prinrity
Py 10 | | 3

G Py 1 | 1

e s gric o oo F 4

Iif_’& 1 5

iy ; ‘ :
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The Gantt chart average waiting time and average turn around time is given below.
Gantt chart :

____f}m.,,_ e i _M,_,_I,,f__ ‘ P, P Py

0 ' 0 16 8 19

Turn around time

P =6 P =16
Py =0 P, =1
Py =16 Py =18
Py =18 Py =19
Ps =1 Ps =6
Average waiting time = i 156 ks Average turn around time
_4l _16+1+18+19+6
5 5
= 8.2 milliseconds = —652 =12 milliseconds

4. Round Robin scheduling : Round Robin scheduling (RR) is similar to FCFS schcdulmg, but
preemption is added to switch between processes. A small unit of time, called a time quantum or time
slice, is defined.

A time quantum is generally from 10 to 100 milliseconds. The ready queue is treated as a
circular queue. The CPU scheduler goes around the ready queue, allocatmg the CPU to each process
for a time interval of up to 1 time quantum.

The CPU scheduler picks the first process from ready queue, sets a timer to mterrupt aﬁer 1 time

quantum and dispatches the process.
Consider the following set of processes that arrive at tlme 0 w1th the length of the CPU durst

gwen in milliseconds.

Process =~~~ """ - Burst time
P iyt 24
P b1 3
Py 3 g 3

- If we use a time quantum of 4 milliseconds, then process P; gets the ﬁrst 4 rmlhseconds Smce o

i”lt requires another 20 milliseconds, it is preempted after the first time quantum and the CPU is ngen td: :
 the next process in the queue, process Pz, Since process P, does not need 4 milliseconds it quits before
E: ‘its time quantum explres The CPU is then given to the next process, procegs Py. Once each | process_—
V}has recelved 1 tune quantum, the CPU is retumed to process P1 for an addltlonal time quantum '

&
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Gantt chart :
:b'Pl P;_ P3 Pl Pl Pl Pl Pl
0 4 7 10 14 18 22 26 30
Waiting time

P] =0+3+3=6

Pz =

P3 - 7

Average waiting time
_6+4+7
3
7
3
=15,66 milliseconds
Turn around time :
P] = 30
P2 = 7
P3 = 10
) 30+7+10 47
Average turn around time = — = 3
=15.66 Milliseconds
3 milliseconds
5 5 e xy 5 p] s ;"":Pl"
0 4 7 10 14 18 22 26 30

Process P, wait for processing when process P, and process P; are in processing. Process P, ]
3 milliseconds and process Py is also 3 milliseconds are in processing. Total process P, and P; are.
in processing for 6 milliseconds so waiting time for P; procssing is 6 milliseconds.

RS

Example : Consider following process, with the burst time given in milliseconds. |
_ Process . | Busttime | . Priority

Py 10 ' 3

Py 1 1

”’ ’ 3
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Processes are arrived in
Py, P,, Py, Py, Ps order of all at time 0.

Draw Gantt charts to show execution using FCF
=1) scheduling. Also calculate average turn

scheduling algorithms,
Solution : (a) FCFS
Gantt chart :

S, SJF, priority and RR (quantum time
around time and average waiting time for each

Py Py Py P, P,
0 10 1 13 14 19
Waiting time Turn around time
P =0 P, =10
P =10 P, =11
Py =11 P; =13
Py =13 Py =14
Ps =14 Ps =19
Average waiting time Average turh around time
_0+10+11+13+14 _10+11+13+14+19
5 . pr 743
= é5§ = 9.6 Milliseconds - = % =13.4 Milliseconds
(B) SIF :
Gantt chart :
0 1 2 4 9 19
Waiting time Turn around time
P =9 P =19
Py =0 Ry=l
Py =2 =4
Py=1 Py =2
Ps‘ —4 Ps =9
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ves . Average turn around time \
Average waiting time. 19+1+4+2+9
- 9+0+2+1+4 = :
16 : =§:7 Milliseconds
=? = 3.2 Milliseconds
(c) Priority :
Gantt chart :
P2 Ps P1 P3 P4
Waiting time Turn around time
P2‘ = O P2 =il
P3 = 16 P3 = 18
P4 =18 P4 = 19
P5 =1 .P5 =6
Average waiting time Average turn around time
_6+0+16+18+1 _16+1+18+19+6
W R - 5
_ﬂ o _ 60
) 5 ) - 5 .V . ]
=8.2 Milliseconds =12 Milliseconds
(d) Round Robin (RR) : (quantum time = 1) : e ;
Gantt chart : ' : ' |
Po | Py | Py | Ps| P | Py|ps P |Ps | P | P P |Ps| PP PR |R|
0 1 2 3 4‘_5‘6'7,;8 9 10 11 12 13 14 15 16 17 18 19
Waiting time Turn around time
Pi=0+142+1+5=9 P =19
Py =2+1+1+1=5 Py=7 i
":P4 =3 : P4‘='4 i ]
Ps=4%+441=9 CPs=14 - '
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Average waiting time
_9+41+5+3+9

5
24

= ? =5.4 Milliseconds

Average turn around time

_19+2+7+4+14

5
4
= ?6 =9.2 Milliseconds

e: , .
Example : Calculate average turn around time and average waiting time for the following

algorithm.
(a) FCFS (b) SJF (c) Round Robin (quantum time = 1)
Lrocess Arrival time Burst time
Py 0 8
Py 1 4
Py 2 9
Py 3 5
Solution : (a) FCFS
Gantt chart :
Py Py Py Py
0 12 21 26 1
Waiting time |
P =0 e P, 1s arri.ved at 1 millisecond so \
P, =8-1=1 w:.alt.mg time of P, starts after 1 |
P =12-2=10 millisecond. |
3 - e P; is arrived at 2 millisecond so |
Py =21-3=18 waiting time of Py starts after 2 |

Average waiting time

4
5 —8.75 Milliseconds
Turn around time :
P
Pg_ =12—1=11
Py =21-2=19
P, =26-3=23

milliseconds. |
e P, is arrived at 3 milliseconds so ‘
waiting time of P starts after 3 |
milliseconds. " ‘
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Average turn around time T.A.T. = Burst time + waiting m
_8+11+19+23 OR
4 T.A.T. = Completion time — arrival time
_61 P =8+0=8
T4 OR
= 15.25 milliseconds g§-0=8
(b) SJF : P, =4+17=11
Gantt chart : OR
EOrOT ETRRETE T B T - 12-1=11
B | b Fadihe P;=9+10=19
OR
0 1 5 10 17 26 21-2=19
Process P, arrived at 0 millisecond so CPU P, =18+5=23
assigned P; for processing but after 1 millisecond OR
process P, is arrived which smallest process than 263 =23
process P, so P, assigned by CPU for processing after
1 millisecond. )
Waiting time ‘
P =10-1=9 (Because P, is 1
millisecond is in processing at starting)
P, =1-1=0 (P, arrived at 1 millisecond)
P3 =17-2=15 (P; arrived at 2 milliseconds)
P4 =5-3=2 (P, arrived at 3 milliseconds)
Average waiting time
= 2401y +2 = o = 6.5 milliseconds
4 4
Turn arround time :
- P =17-0=17
Py=5-1=4
Py =26-2=24
Py=10-3=7
Average turn around time
_17+4+424+7
3 4
= %2- =13 milliseconds
(¢) Round Robin : (Quantum time =1)
Gant chart
W AR P e e P;]
0 120 A0 T e v 6 7 g9 o L R s 14, 158
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e

ic 5 0 oS0 0 B 5 S o e 2
6 17 18 19 20 21 22 23 24 25 26

Waiting time :

P =0+4+7+5=16 (When 4 milliscconds P, 7 milliscconds P; and 5 milliseconds
P4 are in processing then Py is wait)

Py =3+3+3=9 (3 milliseconds P;, 3 milliseconds Py, 3 milliseconds Py)
Py =7+3+5=15 (7ms P,3ms Py, 5ms Py)
Py=4+3+4=11 (4m.sP],3m.sP2,4m.sP3)
Average waiting time
_16+9+15+11
B 4
51

= Z =12.75 milliseconds

Turn around time
P =24-0=24
P, =14-1=13
Py =26-2=24
Py =19-3=16
Average waiting time

_24+13 :24 +16 _ %7_ =19.24 milliseconds

2.2. Multiprocessor Scheduling SEtan e e S e

A multiprocessor system consists of several processors which share memory. In the
multiprocessor, there is more than one processor in the system. The reason we use multiprocessor is
that sometimes load on the processor is very high but input output on other function is not required. In
the multiprocessor system all the processors operate under the single operating system.

In this, the user does not know in which processor rheir process work. A process is divided in to
several small processes and they work independently on the different processors.

In the multiprocessor scheduling, there are multiple CPU’s which share the load so that various
processes run simultaneously. in general as compared to single processor scheduling. In the
multiprocessor scheduling, there are many processors and they are identical and we can run any
process at any time, ; :

The multiple CPU’s in the system are in the close comunicati9n whicl.l shases a common bus
memory and other periphesal devices. These systems are mainly used in satellite, weather forecasting
ete. -

Approaches to multiprocessor scheduling : There are two types. :

. 1. Asymmetric multiprocessing : One approach to CPU sc-:hfefluling ina multipr_ocessor system
has all scheduling decisions, I/O processing and other system activities handled by a single processor
the master server. The other processor execute only user code. This asymmetric multiprocessing is
simple because only one processor accesses the system data structures, reducing the need for data

sharing,
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2. Symmetric multiprocessing : In symmetric multiprocessing each processor is sejp

scheduling. All processes may be in common ready queue, or each processor may have its own private

queue of ready processor.

Process synchronization
On the basis of syncronization, processes are categorized as on of the following two types.

Independent process : Execution of one process does not affect the execution of other
processes. -

Cooperative process : Execution of one process affects the execution of other processes.

Process synchronization problem arises in the case of co-operative process also because
resources are shared in co-operative processes.

‘ Race condition : When more than one processes are executing the same code or accessing the
same memory of any shared variable, in that condition there is a possibility that the output or the value
of the shared variable is wrong so for that all the processes doing the race to say that my output is
correct this condition known as a race condition.

Race conditions in critical section can be avoided if the critical section is treated as an atomic
nstruction.

Critical section problem : Critical section is a code segment that can be accessed by only one
process at a time. Critical section contains shared variable which need to be synchronized to maintain
consistency of data variables.

do {
entry section
- critical section
exit section
Remainder section
ateree
While (true); . ‘

Any solution to the critical section problem must satisfy three requirements.

1. Mutual exclusion : If a process is executing in its critical section, then no other process is
allowed to execute in critical section, = :

2417 d 2. Pl‘Ojgl"ess : If no process is executing in the critical section and other processes are w‘aitingi‘]j
outside the eritical section, then only those processes that are not executing in their remainder section‘?

can participate in deciding which will enter in the criti i
3 , e critical section next and i d
indefinitely. S— e anacat R sél‘;’m‘m can no’t »postponedj
i B s _,»(.'-“f'.ded .W.aft.i'ng : A.bound_mgst exist on the number of times that other processes
ko guter their crltlcal sections after a process has made a request to enter its

£
o

&

are

its critical section.
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e Process management involves various tasks like creation, scheduling, termination of
process and a dead lock. processes is a program that is under execution, which is an
important part of modern day operating system.

e Process control block (PCBY) is a data structure used by computer operating system to store
all the information about a process.

e Schedular are special system software which handle process scheduling in various ways.
Their main task is to select the jobs to be submitted into the system and to decide which
process to run.

e Interprocess communication is the mechanism prov1ded by the operating system that allows
processes to communicate with each other. |

e First come first served scheduling i is the sunplest schedullng method. CPU allocated to the
process in the order of amval The process that requests the CPU ﬁrst is allocated the CPU
first. , :

e In shortest job first scheduhng the _]Ob havmg shortest or less burst time will get CPU first.

e In priority scheduling CPU allocated to the hlghest prlonty of the process from ready
queue. Each process has a pr1or1ty number...

e RR scheduling is similar to FCFS but preemptlon 1s added to switch between processes. A
small unit of time, called a t1me quantum or time shce is deﬁned

e In multiprocessor scheduling, there are multlple CPU’s whlch share the load so that various

processes run sxmultaneously

s

e
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1. Draw the process state diagram and explain the state.
2. Explain the need for process contro! block.
3. What is schedular and also explain its types.

4. Explain the operation on processes.
5, What is difference between preemptive and non preemptive scheduling?

6. Discuss about multiprocessor scheduling in brief.
7. Discuss the CPU secheduling criteria.
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8. Draw gantt chart and calculate average turn around time and average waiting time for the

following algorithm.
(a) FCFS (b) SJF (c) Priority (d) RR (Quantum time = 2)

«‘ . Process Burst time Arrival time Priority A
A 3 0 1
B 5 1 2
C 2 2 3
D 5 3 2

9. Explain the interprocess communication.
'10. Discuss the context switch.
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- DEADLOCKS

Deadlock Conditlons for Dead lock, Methods for handling deadiocks Dead Prevention, Deadlock
|7 Avoidance, Deadlock detection, Recovery from deadlock. i .

1. Introduction

; In a multiprogramming envnronment several processes may complete for a ﬁmte number of

resources A process request resources and if the resources are not available at that time,the process
enters a waiting state. Sometimes, a waiting process is never again able to change state, because the
- Tesources it has requested are held by other waiting process. This situation is called a deadlock.

- A deadlock is situation where a group of processes are permanently blocked as a result of each
process having acquired a subset of the resource needed for its completion and waiting for release of
. the remaining.

‘.7._ESequence of deadlock :

1. Request : If the request can not be granted immediately (for example, if the resource is being
used by another process) then the requesting process must wait untill it can acquire the resource.

Al

‘Ry

\ 4

Fig. 3.1

Process P, request to resource R, and resource Ry is being used by process P, so request of
Process Py can not be granted immediately.

- 2. Use : The process can operate on the resource (for example, if the resource is a printer, the
;_‘?récess can print on the printer)
3. Release : After completlon of program process releases the resource.

Necessary conditions : A deadlock sﬁuatxon can arise if the following four condmons hold
_llltaneously in a system.

A N Mutual exclusmn ‘At'least one resource must be held in a nonsharable mode, that is only
e Prucess ata time ¢an use the resource. -

s .._Deadlock ‘will occur when 'many processes want to use nonsharable resource but only one
: °“'_’5,m3y use a nonsharable resource ata time. '
Ifthere , ex1sts no nonsharable resource, then deadlock will never occur.

Pﬂntcr isan example of a nonsharable resource that can be used by only one process at a time,

e et
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2. Hold and wait : A process must be holding at least one resource and waiting to acquir,
additional resources that are currently being held by other processes.

3. No preemption : Resources can not be preempted that is, a resource can be released only
voluntarily (not forcefully) by the process holding it, after that process has completed its task.

4. Circular wait : A sct {Py, | .... P, } of waiting process must exist such that Py is waiting fo,

a resource held by Py, P, is waiting for a resource held by P, ....., P,_; is waiting for a resource held by
P,, and P, is waiting for a resource held by £y.

Fig. 3.2 : Circular wait

Methods for handling deadlocks
Generally speaking, we can deal with the deadlock problem in one of three ways.

®* We can use a protocol to prevent or av01d deadlocks, ensuring that the system will neve
“enter a deadlock state.

® We can allow the system to enter a deadlock, detect it and recover.
® We can ignore the problem altogether and pretend that deadlocks never occur in the system

Deadlock prevention and deadlock detection algorithm is used for ignoring the deadlock
Deadlock prevention is a set of methods for ensuring that at least one of the necessary conditions cann®

~bold. These methods prevent deadlocks by constraining how requests for resources can be made.

Deadlock avoidance require that the operating system be given in advance, additior

- information concerning which resources, a process will request and use during its life time. If a sys*”

does not employ either a deadlock preventlon or a deadlock avoidance algorithm, then a deadle®

S situation may oceur,

In thls method thc system w111 preyent any deadlock condntmn to happen The system will m&k;
S“f‘? that at least one of the four conditions of the deadlock will be violated. Since we are Pfe"en i
Ly ;one Of four. condmons f0. happen by applymg some techniques. These techniques can be V¢

costly so, you should apply deadlock prcventlon in only that situation Wthh has a drastic chang® '"t :
system if deadlock happens. . it b e s B it
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Let's sece how we can avoid the four conditions of deadlock using the deadlock prevention
rechnique:

Mutual exclusion : Mutual exclusion from the resource point of view is the fact that a resource
can never be used by more than one process simultaneously which is fair enough but that is the main
reason hebind the deadlock. If a resource could have been used by more than one process at the same
ime then the process would have never been waiting for any reasource. Read only files are a good
example of @ sharable resource. If several process attempt to open a read only file at the same time,
they can be granted simultaneous access the file. A process never needs to wait for a sharable resource.

Hold and wait : Hold and wait arises when a process holds some resources and is waiting for
some other resources that are being held by some other waiting process. To avoid this, the process can
acquire all the resources that it needs, before starting its execution and after that, it starts its execution.
In this way the process need not wait for some resources during its execution.

No preemption : This is a technique in which a process can’t forcefully take the resource of
other processes. But it we found some resource due to which, deadlock is happening in the system,
then we can forcefully preempt that resource from the process that is holding that resource. By doing
this, we can remove the deadlock. .

e In general, sequential I/O devices can not be preempted.

e Preemption is possible for certain types of resources such as CPU and main memory.

Circular wait : Circular wait is a condition in which the first process is waiting for the resource
held by the second process, the second process is waiting for the resource held by the third process and
so on. Every process is waiting for each other to release the resource. This is called a circular wait.

To avoid this, we can list the number of resources required by a process and we assign some
number or priority to each resource (in our case, we are using R, Ry, R3 and so on). Now the process
will take the resources in the ascending order. For exampie, if the process Py and P,, requires resource
Ry and R,, then initially, both the process will demand the resource R, and only one of them will get
resource R, at that time and the other process have to wait for its tum. So in this way both the process
will not be waiting for each other. One of them will be executing and the other will wait for its turn. So

there is no circular wait here.

. Deadlock Avoidance
| ... Different deadlock prevention approach put different type of restrictions on the processes and
| Tesources because of which system becomes slow and resource utilization and reduced system through
-~ put. R |

-, To avoiding deadlocks we require additional information about how resources are to be
- Tequested, Which resources a process will request and use during its lifetime maximum number
- Tesources of each type that it may need.
: With this édditional knOWIédge, the operating system can decide for each request whether
.Pf‘Ocess should wait or not. .
- (a) Safe state : A state is safe if the system can allocate resource to each process in some order
and stil] ayoid a déédloék. Asystemisina safe state only if there exists a safe sequence. A sequence of
' pyosasSésr 7 Pl ; Pz,;-'# P, >is a safe sequence for the current allocation state if, for each P;, the resource
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requests that P; can still make can be satisfied by the currently
available resources plus the resources held by all P; with j <.
In this situation, if the resources that P; needs are not
immediately available, the P, can wait untill all P; have
finished. When they have finished, P; can obtain all of its
needed resources, complete its designated task, return its
allocated resources and terminate. When P; terminates, P,
can obtain its needed resources and so on. If no such sequence ——
exists, then the system state is said to be unsafe. Fig. 3.3

Dead lock Unsafg

Safe

e Safe state have never deadlock
* Unsafe state may be deadlock or not
® Deadlock is a subset of unsafe state.

For example : A system consists of three processes P|, P, and P; and one resource R;. Number
of units for Ry is 12.

® Process P requires 10 R; resource.

® Process P, requires 4 R; resource.

® Process P; requires 9 R resource.

Attime 7, operating system allocated resource R; to the all three processes as follows.

® Process P, is holding 5 resource of R;

* Process P, is holding 2 resource of R,

® Process P; is holding 2 resource of R,

Total allocated resource is 9 and 3 resource R is free.

| Maximum Reques
e 1 )
P 10 5 3
P, B us 2
Byt s 9 2

et " At time 1y, the system is in a safe state,

; 'V“Iscquen_ce sgtisﬁes the safety condition, Safe seque

L t,"‘ Process Py can immediately be allocated

~ * Available resource (R, ) becomes 5 after

- ® Process P, can get all it R, resource an

i micc)'a,nd‘in system R, is availa

: » ;\_‘Vﬁiillablc resource (R; ) then becomes |

O AN OrOCOsE Ps cotild e a1t i i o oG e B

¢ Al bl 3, s e
,é.sysfngngy:gqf,ﬁiom‘éﬁfé%-sfat’e";tjd"tﬁé -'un'éafe*‘sta;éf el

The safe sequence for this is <P, P, P; > Thi
nce is calculated as follows,

all its'resouroe (Ry) and then retumn to the system.
returning process P, '

d return them to the system. Need of process P, 15 °/
ble with 5 resources. et i

0 resources.

]
P
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Deadlock avoidance ha‘s the advantage that it is not necessary to preempt and roll back
esses as in deadlock detection. It is ess .
roC

estrictive than deadlock prevention,
(b) Resource allocation graph : The resoruce allocation grap
ctate of a system. The resource allocation graph is the complete
thv;ich are holding some resoruces or waiting for some resources,
A

It also contains the information about al] the instances of all the resources whether they are
qilable or being used by the processes.
avi

h is the pictorial representation of
information about all the process

In resource allocation graph the process is re

presented by a circle while the resource is
sented by a rectangle. Let’s see the types of vertice
represtits

s and edges in detail.
Resource allocation graph

| ]
Process vertex FtesourceI vertex
| .
Single instance Multiple instance
[ ] XT3
Ex-CPU Ex-Registers
| Edges
| |
I i Request edge
Cladge e Assign edge 0

1

1

¥
R

use claim edge,

Resoruce allocation graph with claim edge :
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Resource allocation graph simple :

Ry

Fig. 3.6

Here P={P, P Py}
R={R\,R;.Ry.Ry)
[‘:={P’ —’R|,R| —’Pl,Rz - Pz.l’z e RJ,RJ —)PJ'

Resource allocation graph with deadlock :

R
Fig. 3.7

: .(c)’Bnnker's algorithm : The resource-allocation-graph algorithm is not applicable to 8 |
 resource allocation system with multiple instances of each resource type. The deadlock avoidance

_algorjthm that we describe next is applicable to such a system but is less effecient than the rewurce .
~ allocation graph scheme. This algorithm is commonly known as the banker’s algorithm. -
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/_.-—-—peadloc
Allocation : An n x mmatrix defines the number of
\ o resources of each type
each process if allocation [i][/] equals k, then process P, is currently allocated & ::;ae::::); z::tl‘ocated .
resource

ek .
' Need : An nXm matrix indicates the remaini

. then process P; may need k : Ing resource need of each process. If need [7](/]
equals K en p j may ITlore instances of resource type R j to complete its task

T I'S\Ieed [£10/1=Max [i][;]- Allocation [4][ ] '
& (a) Safety algorithm : afety algorithm is used to find the stat :
| may be in safe state o unsafe state. Method for this is as follows. 7 of the pyviem. That s, syste
Step 1: Let work and finish be vector of length m and n respectively initialise
Work = Available and finish [{]=False fori=12,3,4...n
Step 2 : Find and i such that both ’
(a) Finish[i]= False
(b) Need [i] < Work
if no such  exist. go to step 4.
Step 3 : Work = Work + Allocation i
o 3 Finish [{] =true
;i -1 go to step 2

Step 4 : If finish [{] = True for all ;, then the system is in safe state.
(b) Resource-Request algorithm : Let request i be the request vector for process P;. If request i

1=k then process P; wants k instances of resource type R ;. When a request for resource is made by

process P;, the following actions are taken. :

- Step 12 If request i < Need i, then go to step 2. Otherwise,

ess has exceeded its maximum claim.

‘ Step 2 : If request i S Available, then go ¢

are ot available, -

. Step3: Available = Available ~ Request;

e Allocation ; = Allocation +Request;
Need ; = Need;= Request;

s safe, the tran's,_a
fe, then P; must wait for the requ

raise an error conditions, since the

o step 3. Otherwise F; must wait, since the resource

all:oc.atigﬂ.le- "?s“hin.g resource allocation .state i ction is completed ::td ,'p;zfiei; :ic, lis
Tesourge allicr::mlfccs. If the new state is unsa
B Poengs ion state is restored.

:ﬂnd 't'-h;::'.mple of Bénkei"s algorithm : Conside
" !hree resource 4, B and C. Resource type 4 has 10

'.takeﬁ; etypec hﬂs ‘."-infsta_nces.r Suppose that at time 7o

r a system with five process Py, P, Py, P3 and Py

resource type B has § intances, and

instances,
f the system has been

the following snapshot 0
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~ Process Allocation Max Available
Sl 4 B O EA OB C | AL IBRGS
p o 1 o7 5 313 3 2
0
P, 2 0 013 2 2
' P, 3 0 2|9 0 2
P, 2 1 1|2 2 2
P 0o 0 2|4 3 3
Solution : Need = Max — Allocation
Need :
y s epaa e b Need = max — Allocation
- 2 =G ABC ABC ABC
P 7 4 3 Py =753-010="743
P 1 2 2 P, =322-200=122
l P, =902-302=600
f2 6 0 0 Py =222 -211=011
3 0 Lo stab on o P, =433-002=431
P, 4 3 1

Safe sequence : Safe sequence is calculated as follows.
1. Need of each process is compared with available, If Need i < available i, then the resour
are allocated to that process and process will release the resource.
2. Ifneed is greater than available, next process need is taken for comparison.
In the above example, need of process Py is (7, 4, 3) and available is 3,3,2).
Need 2 available — False
So, system will move for next process.
4. Need for process P is(1,2,2)
and available (3, 3, 2) so0
need (3, 3, 2) = True.
fiish [{]= True.
Request P, is granted and Processes Py is release the resource to the system.
Work = Work + Allocation
Work = (3,3,2) + (2,0,0)
=532

then

" In safety algorithm initialise

Work = Available

z
§
]
]
]
i
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5. Next process P, need (6,0,0) is compared with new available (5, 3 2)
‘_ Need > Available = False
§ (6,0,0)> (5,3,2)
‘ 6. Process P; need (0, 1, 1) is compared with available (5,3,2).
% . Need < available
’z (0,1,1) < (5,3,2) =True
Work = Work + Allocation (Work = Available)
OR
| Available = Available + Allocation
b . . =5324211
‘=743 (New available)
| 7. Then process P4 need 4,3,1)is compered with available (7 4 3)
B Need < Available
(431) < (743) =True
- Available = Available + Allocatlon
; _ | =743+002
=745 (N ew available)

F
f
’i
:
gDe
¢
i

AT T T P

8. One cycle is eompieted Agaih syéterh takes all remaining ﬁrocese in sequence. So process
; Po need (74 3) is compared w1th new avallablc (7,4, 5)
Need < Avaﬂable True
(743)<(745) =True -
© Available = Avallable + Allocation.
=745+ 010
=755 (N ew available)
-9 Process P2 need is (600) is compared with new available (7 5 5).
- Need< Available =True
" (600)<(755)=True
Avallable Avallable + allocation

-_.—755+302 )
=(1057 © -+ (New available)

"So safe sequence is <P P3Py PoP2 >
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Example 2. Consider the following snapshot of a system :

Process | Allocation | Max : Avallab le
e . C D | A-BL CD A BC Dy
"_)o . - "7 310" 0 2|1 5 2 0
P, i1 o o of1 5 3 0
P, 1 3 5 42 5 6
Py o 6 3 2|0 6 5
pp |0 0 1 4|0 6 5

3 : i Answer the following questions using the banker’s algorlthm.
" {2) What s the content of the matrix need?
. (b) Is the system ina safe state?

~ Solution:
- {a) Need matrix
Need = Max — Allocation
P 0 0 0 0
‘B o 5 3 0
P, 1 o | o P
Py o | o | .2 0
P | 0 | 6 | 4 2
© @Ssfestate: . o

e 1 Need ofprocess Py i5 (0,0,0,0) and available (1,5,2,0)
s " Need < Available = True
(0 0, 0, 0)<(1 5,2,0)=True
L ~ Then finish [i]=True
- Requcst Po 18 gmntcd and process PQ is reléase the resource to the system
SR s ~ Work = Work + Allocation £
Avallablc = Available + Allocation é
‘ ._.--(1520)+(0 0,1,2)
(! 5,3,2) New avallable
ext 5
process Ifl rnced (0 S, 30) is compared w:th new avatlable (1 5 3 2)

G Need<ava:lable = True
©,5,3, 0)<(1,:‘5s3 2)=True

T S —
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Available = Available + Allocation

=1532+1000
=2532(New available)
3, Process P, need (1 00 2) is compared with new available (2532)
Need < available
(1002)<(2532)="True
Available = Available + Allocation
=2532+1354
=(3 8 8 6) New available
4. Process P3 need (0 0 2 0) is compared new available (3 8 8 6)
Need < available
(0020)<(3886)=True
Available = Available + Allocation
=3886+0632 i
=(3 14 11 8) New available '
5. Then process P4 need (0 6 4 2) is compared new available (3, 14, 11, 8)
i Need < Available
(0642)<(3,14,11, 8) = True
Available = Available + Allocation
=(3,14,11,8)+(0,0,1,4)
=(3, 14,12, 12) (New available)

So system is in a safe state, safe sequence is < PyP,P, P3P, >

34 deadiock Detectio

A

* A deadlock occurence can be detected by the resource schedular. A resource schedular helps

operating system to keep track of all the resources which are allocated to dlffercnt. processes. o

. If the system is not using any deadlock avoidance and deadlock prevention, then a dea :s
 situation may occur. Deadlock detection approach do not limit resource access or rest11.;tlepr1c3§ere
- actions, With deadlock detection request resources are granted to processes whenever possible.
2 mf““mng deadlock detection algoﬁthm. '
i l Single instance of each resource type.

. 2.Several instance of a resource type. o —
M Single instance of each resource type : If all resource have only a ]sll:f;fl (1’223;2;;, ! ;;led °
::Ildeﬁne a deadlock detection algorithm that uses @ variant of the resource a
- Mitfor graph, L : . . resourc
L Thl: s gra ph is obtained from the resource allocation graph by removing the
 and collapsing the appropriate edges:

e S i) : it for graph implies th
* More 1 from P tOPj in a wal
i re precisely, an edge i that P; needs. |

e nodes

at process P; is waiting

h and the corresponding wait for

A
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20 h

3 o ) (P——(P——()

R; |« Py |« Rg e

(a) Resource allocation graph (b) Wait for graph
Fig. 3.5

(b) In the figure of resource allocation graph process Pj is holding resource R, and requesting
resource R;. So this is shown in the following figure. In this process P; is request edge with
proces P;. It is shown in figure.

Fig. 3.6

2. Several instances of a resource type : In deadlock detection approaches, the resource

allocater simply grants each request for an available resource. For checking for deadlock of the system,
the algorithm is as follows.

(2) Unmark all active processes from allocation. Max and available in accordance with the
system state. '

(b) Fmd an unmarked process i such that

Max; < Available
if found, mark process i, update avaxlable

Available = Available + Allocation
and repeat this step,

If no process is found, then g0 to next step. |
(c) If all processes are marked, the system is not deadlocked. Otherwxse system is in deadlock
_ state and the set of unmarked processes is deadlocked,

- Deadlock Recovery |

Once deadlock has been detected, some strategy is needed for recovery. Following are ‘he
T solutmns to recover the system from deadlock
5 s 1 Process termmatxon

‘i

: 2 Resource preemptlon‘

[ L T et
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1. Process termination :

(A) All deadlocked processes are aborted. Most of the operating system use this type of
solution.

(i) Abort all deadlocked processes. This method clearly will break the deadlock cycle, but

at great expense.
(if) Abort one process at a time untill the deadlock cycle is eliminated.

(B) Many factors may affect which process is chosen, including :
(a) Least amount of processor time consumed so far.
" (b) Least amount of output produced so far.
(c) Lowest priority.
(d) Most estimated time remaining.
(¢) Least total resources allocated so far.
7. Resource preemption :
(a) If preemption is required to deal with deadlocks then three issues need
(b) Which resources and which processes are to be preempted?

(c) Rollback : Backup each deadlocked process to some previously defined
restart all processes. This requires roll back and restart mechanisms are built in to the

to be addressed.

I TR T

PR

check point and

e oo M
o o eon

S are pcrmanently blocked asa result of'
+ ‘eeded for its completlon and

an use thc resource
. A pro ss must be holdlng at least one resource and waltmg to aequn' addmonal resources 2

that are cufrently being held by other processes.
preernpted that 1s a resource can be relcsae

! _ Resourcc can not be d O!ﬂY voluntan]y bY the _'

' ;_'jProcess holdmg 1t ;
Clrcular wa:t is a condltlon in whlch the ﬂrst
Se°°nd proccss. The second process is waitin

On“ At last, last proccss is waltlng fol

dmg' deadlocks we. :

process 1s wa:tlng for the resource held by th
g for the rsource | held by the third proccss an
r the resource held by l,he ﬁrst process. !

ui re addltmnal mformatxon about how resources are t
ess will rcqurest and use dunng its hfeume. o

' “llocate resource oc' ch process in sorne order and

proc
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e The resource allocation graph is the pictorial representation of a system. The resour,
allocation graph is the complete information about all the process which are holdmg somg

resource or waiting for some resources.

o A deadlock occurence can be detected by the resource schedular. A resource scheduly,
helps operating system to keep track of all the resources whlch are allocated to dlfferem
processes.

1. Explain the different conditions of deadlock. £
2. How the recovery from deadlock is done using combined approach?

3. Write down the methods for deadlock prevention.

4. Describe the necessary condition for deadlock to occur.

S. Write and explain Banker’s algonthm

6. Consider following snapshot.

Py..- 2 0 3

N W NN

: (2) What is the need matrix?
(b) Is'-tl:c.system in a safe state?
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 + Definition ~ Logical and Physical address Space, Swapping, Memory allocation, Contiguous -
Memory allocation, Fixed and variable partition, internal and External fragmentation and
Compaction, Pagmg — Principle of operation, Page allocation, Hardware support for paging,

- Protection and sharing, Disadvantages of paging, Segmentation, Virtual Memory. =~ .

. 4.1. Introduction e e
" In operating systems, memory management is the function responsible for managing the
. computer’s primary memory.

The memory management function keeps track of the status of each memory location, either
. allocated or free. It determines how memory is allocated among competing processes, deciding which
. gets memory, when they receive it, and how much they are allowed. When memory is allocated it
- determines which memory locations will be assigned. It tracks when memory is freed or unallocated
- and updates the status.

*  Logical and physical address space :
. (A) Logical address : Logical address is generated by CPU while a program is running. The
. logical address is virtual address as it does not exist physically, therefore, it is also known as virtual
ddress. This address is used as a reference to access the physical memory location by CPU.

Logical address space : The term logical address space is used for the set of all logical

ddresses generated by a program perspective. . ' .
The hardware device called memory management unit is used for mapping logical address to its

orresponding physical address. .
(B) Physical address : Physical address identifies data in a memory. The user never directly

deals with the physical address but can access by its corresponding logical address. The user program

. i ing in this logical address but the
generat ' d thinks that the program is running in g
£ {hoilogical address an ion. therefore, the logical address must be mapped to the

CamScanner
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Relocation
Logical il physical |
09 ss
address ____ffjff,____—v Memory _,‘
cpPU
MMU

(Memory Management Unit)
Fig. 4.1 : Memory management unit

| and physical address :

logical and physical
reas the p

‘Differences between logica
_ The basic difference betweer
by CPU in perspective of a program whe

address is that logical address is generated
hysical address is a location that exists in

the memory unit.
:cal address generated by CPU for a program

- 2 Logical address space is the set of all logical a : _
: whereas the set of all physical address mapped to corresponding logical address mapped to
s called physical address space.

he memory whereas physical address is a

corresponding logical addresses i
.3, The logical address does not exist physically in t
~ location in the memory that can be accessed physically.

- Indentical logical addresses are generated by compile-time and load time address binding
- methods whereas they differ from each other in run time address binding method. é:

. The logical address is generated by the CPU while the program is running whereas the |
physical address is computed by the memory management unit (MMU) ]

‘%;"5‘;;@? ; «M;

J‘memo A Procl:)ess must be in memory to be executed A process can be swapped temporanly out of
i ry to a backing store and ‘then brought back into memory for continued execution. For example,

"assume a mult:programnung environment with a

eppnd_—robm CPU-scheduling algorithm. When a | Operating Q—)

‘quantum time expires, the memory manager will Syeter

start to swap out the process that just finished _Swapout_ Eiytor ?

:,quantum time-and to swap in another process | . o L

into the memory space that has been freed. Once -‘

each process has received one time quantum, the

Hmemory manager i ——

I g is retumed to ﬁrst process. for =

swap in (an addmonal time quantum), Jretisen

f ,pnonfmtegfstgllxsedswappmg P°11°Y is USCd M"""‘“m’y oty '
: , “1mgalgonthms Ifa _ : P \_—/

higher-priority process amives and wants B i

Backing store

.oc: _",mry‘“_ anager can .éwap out the R BT S e s
nty essand then load and execute Fig.4.2 :
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omory Mo S

1 her-priority process. When the b . o1

_ the higher-PT1®’ _ igher-priority .
. ] proces i

5 5wapped pack in and COﬁtmued. This variant of Swapping isssf;::::g:::e lﬁwﬁ'r-pnonty process can be

: 3 Memo ry Allocation Ca‘ foll?ut, roll in.

5 Memory allocation is a process by which ¢
E omput . , :
] jf,f"physical or virtual memory space. piier programs and services are assigned with

Memory allocation is the eservin . .

E :y £ p(;ocess of r g a partial or complete portion of computer memory

| for the execution ol programs and processes. Memory allocation is achieved through a process known

. a5 memory management. Memory allocation has two types. \
e Static memory allocation : The program is allocated memory at compile time. |
* Dynamic memory allocation : The programs are allocated with memory at run time.

. Contiguous memory allocation

L The memory is usually divided into two partitions. One for the resident operating system and for

e user processes. We can place the operating system in either low memory or high memory. The

_major factor affecting this decision is the location of the interrupt vector. Since the interrupt vector is
ften in low memory programmers usually place the operating system in low memory as well.

We usually want several user processes to reside in memory at the same time. We therefore need
consider how to allocate available memory to the process that are in the queue waiting to be brought
to memory. In this contiguous memory allocation, each process is contained in a single contiguous

ection in memory.

Fixed and variable partition

Fixed partitions : Fixed partitions which is known as static partitions. In contiguous memory

location whenever processes are coming into the RAM how we are allocating them the space that is

ne of the method is fixed partitions or we can also say
xed partition is done before processing.
& No. of partitions are fixed. (No =number)
* Size of each partition may or may not same. _
*Ifthe pé.rﬁﬁoﬁ is free, process is selected from the input
._ f.' ;ra‘;tlot: otj memol;)‘ermmates, th memory partition bmomeé availabie for another process.
-* When the process termin: :
' Each partition contains exactly on¢ proces A
* Any process whose size is less than or <0U%
e e O

static partitions. The partitioning of memory in

queue and is loaded into the free

the' partition size can be loaded into any
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0.S.
0.5 | e L]
L 4 MB
' 8 MB
| 8 MB
0 8 MB
— i 8 MB
5 8 MB
MB

(a) Equal size partitions (b) Unequal size partitions

Fig. 4.3
Example :

Process

0.S.
P =7mb
RN e
meswb 50
Sl 5 e

Process P, and P, are 7 mb and process P is 8 mb but each memory partition are 8 mb. In first
- and second partition 1 mb memory space left which we can not give to any other process. Memory
- which is left and can not use that memory for any other process then it is called internal fragmentation.

- In memory 2 mb (1 mb partition 1 and 1 mb patition 2) memory space are free but we can not
allocate memory for process Py. It is called external fragmentation.
' Variable partition : In variable partitions wherever the processes are come into the RAM only

ﬂwn we are allocating the space for processes. It is also known as dynan-uc partitions.
- ® No internal fragmentation -

" ® No limitation on no, of processes

. 'Hmre is no limitation on process size
Enmple Process
T -’Pl =7mb‘

TR P e ¥ - ) '
p - A,ii”// Yonb'
e ///}// ¢ 8mb
//P"""f 2mb

| } This space for Iree g
| | tonextprocesses

CamScanner
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- Memory Management Function '6357: iy
1 Size of process Fi anfj P, are 7. mb and process P; and P, reserved only 7 mb of space inr ,
memory- 5126 o.f process P3 is 8 mb so process Py reserved only 8 mb of space in memory and next
size is 2 mb so pro.ccss P4 reserved only 2 mb of space in memory. The remaining space of - '
free for the upcoming process.

 process Fa
- memory 18
' '4.3. Internal and External Fragmentation
i Fragmentation : As processes are loaded and removed from memory the free memory space is
| proken into little pieces. It happens after sometimes that processes can not be allocated to memory
i . . H H

| blocks considering their small size and memory blocks remains unused. This problem is known as
| fragmentation. Fragmentation is of two types.

1. Internal fragmentation : Memory block assigned to processes is bigger. Some portion of
 memory is left unused, as it can not be used by another process.

;' In internal fragmentation there is wasted space internal to a partition due to the fact that the
| block of data loaded is smaller than the partition and that wasted space is not being used.

, Example : Process
t 0.S.
:’ P, 1= 4 mb
P, =6 mb Partition-1 8 MB
," Py =Tmb  panition-2 8 MB
Ay Partition-3 8 MB
os.
5. TP % ﬁ”// 4 mb (used process Py)
TP , ’ —
) g g | 7 //////
F : : . P 6 mb (used process Py)
.: 5 R Partition 2 /%///2////
‘ o 5 2mb
E ////////
E - ~ - Ps / 7 mb (used process Pj)
¥ % Partition 3 %I// / S mb
'Prdce.'ss P is 4 mb and prodéss P, is 6 mb and process P3 is 7 mb. But each memory partition
are 8 mb, In first partition 4 mb memory space left. In second partition 2 mb memory space left and in
third partition 1 mb memory space left which we cannot allocate to any other process. Memory which

s&'i‘s‘,leﬁ and can not allocate that memory for any other process then it is called internal fragmentation.

By Shas
b ORI T e
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2. External fragmentation : Total memory space is enough to satisfy a request or to

eside .
process in it, but is not contiguous, so it can not be used. !
Example : Process
0.S.
Pl =4mb // /,///
- Partition 1 //////’5’1///% } m
P) =6mb } 4 mb (free space)

Py =7mb Partition 2 %% it

Py =6mb 2 mb (free space)

Partition 3 %% 7mb

1 mb (free space)

Total free memory space 7 mb is in main memory and process P, requires 6 mb of memory
~ . space but we can not allocate memory space in memory for process P4 because the 7 mb of mem

7 -space that is free is not contiguous (4 mb partition 1, 2 mb partition 2 and 1 mb partition 3 have fre;
‘| memory space).

" Compaction ‘
: In the fixed partition scheme, the operating system keeps a table indicating which parts o

memory are available and which are occupied. Initially, all memory is available for user processes ang

~ is considered one large block of available memory, a hole. When a process arrives and needs memory,
- we search for a hole large enough for this process.

Compaction is one of the method which can be used to remove the external fragmentation. I

céqipaction the operating system shifts the processes so that they are contiguous and all the fret
~ memory (holes) is together in one block.

Example :
' Allocating
Memory » ~ Process in Memory Compaction
VP.rocess 0.S. i : 0.8. 0.S.

W p ‘ 0 mb e 0 ) O
e . - ZE2, . 57
. Py=6mb - sy oo 1 W= . W
p3=7mb . 8 mb 4mb % 5/4"/ 8mb 2 10mb§
A Hols /////2/% 14 mb P / i
116mb  2mb 16mb ///// % 7 mb!

—24mb . . ymp 24 mb 2am

: ""l“hree' }jiol.e$_'of 'éizes-{}.mB of first partition; 2 mb of second partition and 1 mb of third paﬂiti"'{é
* (total 7 mb) can be compacted in to hole of size 7 mb at last. i

-

CamScanner



https://v3.camscanner.com/user/download

Management Function
Memory

Allocation methods in contiguous memory allocation

Various 2llocation methods in contiguous memory allocation.

1. First fit : Allocate the first hole that is big enough. Searching can start either at the beginning
of the set of holes or where the previous first §it search ended. We can stop searching as soon as we
find a free hole that is large enough.

For example, suppose 2 process requests 12 KB of memory and the memory manager currently
has a list of holes of 6 KB, 14 KB, 19 KB. 11 KB and 13 KB holes. First fit will allocate 12 KB of the

14 KB hole to the process.

Request process memory = 12KB e { =% e { T
: % % 7 ’ / :/
M 1 14 KB KB 7
T
RS I
S %: 19 MR Hnlo{ 19 KB
; 07
. { P B Hala { 11 KB
i
kaope { | 13 K8 Hole 13 KB
§

12 KB allocated at 14 KB hole
b Fig. 4.4
2. Best fit : Allocate the smallest hole that is big enough. We must search the entire list, unless
the list is ordered by size. The strategy produce the smallest leftover hole.

vole { 6 x8 6 KB

14 K3 14 KB

G Y,
yra : LA,

|

e
{
|

11K8 11 KB
e A

13K8 - ///,'f/zf;f//%

Fig. 4.5
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0‘ eratl
o P Sty

ts 12 KB of memory and the memory Mang,

For example : Suppose a process reques k

currently has a lis‘t)of unallocated blocks of 6 KB, 14 KB, 19 KB, 11 KB and 13 KB blocks, Tp, bey
fit strategy will allocate 12 KB of the 13 KB block to the process.

3. Worst fit : Allocate the largest hole. Again, we must search the entire list, unless it js

by size. This strategy produces the largest leftover hole, which may be more useful than the g
- leftover hole from best fit approach.

- 2 KB of memory and the memory Manag
For Example : Suppose a process requests | FR
- currently has a list of allocated blocks of 6 KB, 14 KB, 19 KB, 11 KB and 13 KB blocks. Worst fit Wil
allocate 12 KB of the 19 KB block to the process.

Sortey
Mally

Houe{” 6 KB KB

Hole 14 KB 14KB

- V% 7
. 30‘?{ , 19KB W

7777 D2

'H_t:lé. ~ 13kB 13KB

Fig. 4.6 .

e

R e

: Pdging is a memory-
physical memory. This sche
. ® Logical address or

management scheme that permits the mapping to logical memory and
me permits the physical address Space of a process to be non-contiguous.
virtual address generated by the CPU,

_® The set of all logical addresses generated by' a program.

o . ?hysiCal addfesg actually available on memory unit.

Ran Basic method : The basi
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: rating gystem maintains the page table for each
: tjo]??:r <ach page of the process. process. The page table shows the frame
g pyery address generated by the CPU is divided into two parts

1. Page pumber (P) : Number of bits required to represent the pages in logical address space or

2 nu[l]ber- .
2. page offset () : Number of bits required to represent particular word in page or page size of

.ol address space or word number of a page or page offset. Physical address is divided into two

(i) Frame number (F) : Number of bits required to represent the frame of physicai address

" a0¢ of frame number.

§ Frame

3 number

; o

: _ / 1 Page 0

- | crub——P]d - o l—

3 1 Logical 1 physical

L address address 3| _ Page2

4 Page 1

r Page Frame 5

Page 0 Frame 1 6

Page 1 Frame 4 .. 7 Page 3

'é » Page 2 Frame 3 8

| Page 3 Frame7 9

: Page table 10

£ 1 Page = 1 Frame Main memory of

E ' . Physical memory

| Fig. 4.7 : Paging model of logical and physical memory

- (i) Frame offset (d) : Number of bits required to represent particular word in a frame or frame
Bize of physical address space or word number of a frame or frame offset.

~ Page table stores the number of the page frame allocated for each page. The page number is

the base address of each page in physical

as an index in to page table. Page table contains
ffset to define the physical memory address

ry. This base address is combined with the page ©
hat s sent ot the memory unit. el
. When a process execute thon CPU generates pages a t}?t RRg98 suies
gable allocate frame for each page.

4

d in page table. Page

page 3 and that pages entered in page
1, frame 3 for page 2 and frame 7 for

‘ In above figure CPU generates page 0, page 1, page 2,
ggtable Ifage fablc allocate frame 1 for page 0, frame 4 for page
@"‘_‘Bﬁ 3. These pages go into their allocated frame and take space in physical memory. .~ -
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'Hardware support for paging tation of the page table can be done in several wayg 1
: i 10 . S A
A hardware mechanism l.mpllemefrl1 ted as a set of dedicated registers. These registers
Sirplesticase, thelpage Iable s ipiane ing address translation efficient. Every peq
build with very high-speed logic to make the paging ‘? major consideration. The CPU dic.
i o efficiency 1s a o= et
memory must go through the paging map, s A . d-or thodify the '
reload?these registers, just as it reloads the other reglste1: instruction to L(J:angc = mfzmowp;ie
registers are, of course, privileged, so that only the operating ?ystem can oy rifrenia s _
Translation look-aside buffer : Problem with paging is that, ext';a m;l anryentries' e al‘i
translation tables can slow programs down by a factor of two or three. lO(t’ion toy ik problemumis “:. _‘
tables to keep them all loaded in fast processor memory. The stanflard solu e bifie: The TLB“J §
a special, small fast lookup hardware cache, called translation look-asi c.‘.f " tmn ! t i
associative, highspeed memory. A translation buffer is used to store a few of the slation tahif
entries. It is very fast, but only for a small number of entries on each memory reference.
A
CPU ———( P [ d
~—1 Logical
address

Page number Frame number

TLB hit

y Physical
TLB address

' Physical .
~.memory

TLB miss

all

: Page table 2 sl pas
- Fig.4.8: Paging hardware with TLB .

@ Firstask TLB if it knows about fhe
® If TLB has no information for

information, Reference takes a o
know it for next reference,

page. If so, the reference PYOCeeds fagy T
page, must go through .
ng time, but gives the in

page'ahk'i'sé"gfneﬁt tabe
f0 for this page to T g o 2 €Y
a particular page number in the TLB is called the hig X Th ot

ent is achieved when the assoclative memory 18 Slgnlﬁcantly ?. 1o
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e N .
ection and sharing —
pro "o Protection bits are used with each page frame for o

! ; ) protectin i o
protection bits (access bit) may allow read only, executegor:le;n :rwo::;afemti 1:0; e;xample,
stricted forms of

access.
Frame
number
Page Frame Valid 0 b
ge 4
number number  invalid bit 1 Page 2
00000 2 Page 1
Page 2 2 1 v 3
Page 3 3 4 | 4
Page 4 4o v S
Page 5 5
92864 b g - ’ i
93782 - ° - i .
7 1 v 8 Page 5
- Page table 9
10
11 Page 7
Memory
Fig. 4.9

® Every reference physical address is being computed, the protection bits can be checked to
verify that no writes are being made to a read only page.

® Specification of access rights in paging systems is useful for pages shared by several
processes, but it is of much less value inside the boundaries of a given address space. One
more bit is generally attached to each entry in the page table, a valid invalid bit.

® When valid bit is set, then the page is in the process logical address space. Thus page is legal.
If invalid bit is set, page is not in the process logical address space and illegal page. Illegal

i addresses are trapped by using the valid-invalid bit. '

* A single physical copy of a shared page can be easily mapped into as many distinct address

space as desired.

Disadvantages of paging

* May cause internal fragmentation,

" » Complex memory management algorithm,
® Page table consume additional memory.

L e Multi-level paging may lead to memory reference overhead.
| A . Page address mapping hardware usually incrcases the cost of the computer.

| 3
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44, Segmentation SR A

Segmentation is a memory management scheme. Segmentation divides a Program ing,, .

of smaller blocks called segments. A logical address space is a collection of segments, Egy, .
has a name and length.

The details about each segment are store in a table called as segment table,
stored in one (or many) of the segments.

Segment table contains mainly two information about segment.

1. Base : It is the base address of the segment,

2. Limit : It is the length of the segment.

0

Al

Segment tabjy

Segment 0 Segment 1

Stack Start : 0 ]

600 Pz
Segment 2 Subrouting Stya rglbol Segment 3 / Segment 0//
o 1100 2022222005

1200 |7

sy
L / Segment 1 /
Main Seqmont. 1600 [Fezzzizryy

program

1800
2100

,1IIIIII'III/

7
7 Segment 277

LITTITTTS S5

\

Logical address Space

>
2ol Seamens
2600 47
Segment Name Limit ‘Base |
Segment 0 500 —50_‘-—
Segment 1 400 1200 ]
Segment 2 300 1800
Segment 3 300 2100
Segment 4 200 2400 g SERT
Segment table | 4500 e

Flg. 4.10
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(or base) and the length of that segment (or limit). For above example, segment 0 is 500 bytes long and
begins at location 600. Thus, the memory space in physical memory for segment 0 will start from 600
and will be up to 1100 (600 + 500). Segment 1 is 400 bytes long and begins at location 1200. Thus,’ the
memory space in physical memory for segment 1 will start from 1200 and will be up to 1600 (1200 +
400) and so on. ‘

Hardware for segment
A segmented address space can be implemented by using address mapping hardware.
CPU generates a logical address which contains two parts.

Base Limit
0
1 Base » <
S Segment 1 Limit
2 <+
3
Segment 2
Segment table ) 4 >
CPU S.No. | Ofiset Offset < Limit + Segment 3
Logical address
Invalid address

Physical address space

Fig. 4.11

'1‘ : Segment number (S)

2.‘ Offset @

7 The segment number is mapped to the segment table. The limit of the respective segment is
compared with the offset. If the offset is less than the limit then the address is valid otherwise it throws

. an error as the address is invalid.
by “_fﬁ In the case of valid address,the base address of the segment is added to the offset to get the
‘physmal address of actual word in the main memory

}‘"vﬁrw R R e
P4 shsVlth .y ry o e e e
» . Virtal memory mvolves the separation of logical memory as percewed by users from physwal ,
memory This separation allows an extermley large virtual memory to be provided for programmers
':‘when iny a smaller physxcal memory is available.
L. In many Gomputer systems, programmers often realize that some of their large programs cannot

i ft in mam memory for execution. Even if there is enough main memory for one program, the main

<

B e
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Page 0
Page 1
Page 2
0000
Memory map v
Secondary storage device
Page -1 Physical memory
Page n
Virtual memory . I
Fig. 4.12
memory may be shared with other users, causing any one program to occupy some fraction of memory
which may not be sufficient for the program to execute. e
It is a technique that is implemented using both hardware and software.

It maps memory 'f‘?
uter memory.
logical addresses that are dynamically translated
eans that a process can be swapped in and out of |
t places in main memory at different times during

addresses used by program, called virtual addresses, into physical addresses in comp
1. All memory references within a process are

the course of execution,

2. A process may be broken into number of pieces and these pieées need
located in the main memory during execution. The combin,
translation and use of page or segment table permits this.

If these characteristics are present then, it is not necessary that all the
present in the main memory during execution, This means that the required pag

to memory whenever required. Virtual memory is implemented
segmentation. ‘

4.6.Demand Paging’ _ i i
A demand paging is similar to a paging syStem ;With swappmgw“hdemandpagmg,apa
brought into main memory only w'.en a reference is made to a location on that pag va

concept is used in demand paging. .\ lazy swapper qé‘)e_lf swaps apage into a memory
will be needed, R e 1 SR AR RG]

. not be continuously
ation of dynamic run time address . |

Pages or segments arc
. €8 need to be loaded jn
using demand Paging or demang

¥

it
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program A Swap out [ [ [2] [E]
TTT
o S 1L
[t2] [1a] [t4] [rg]

Fig. 4.13 : Transfer of a paged memory to contiguous disk space.

Demand paging combines the features of simple paging and overlaying to implement virtual

memory. With demand paged virtual memory, pages are only loaded when they are demanded during
program execution; pages that are never accessed are thus never loaded into physical memory.

Each page of program is stored contiguously in the paging swap space on a secondary storage.
As locations in pages are referenced, the pages are copied into memory page frames. Once the page is
- in the memory, it is accessed as in simple paging.

When valid bit is set, then the associated page is legal and present in the memory. Whenever a
- virtual address is generated, the memory management hardware extracts the page number from the
 address, and the appropriate entry in the page table is accessed. The valid-invalid bit is checked. If the

Valid-
Frame invalid bit
A 0, cit, Ol sosnbosa |-V ; ©
B 1 : ‘- i :
c 2 2| 8 |V 2 oobd
D 3 3 i °
1 1 = |DEEE
F g inoc B 148 MoV ° |
S g:il ' 6 : 2 ° o5t L5
Logical memory # | ; . 0 HH.L
Page table 8 |
] F D D D D
10 i | )
11 \EI_Q/
| " Physical memory Backing store
Fig. 4.14 ; Page table with valid invalid bits. j

LI
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ge is not in memory, a page fault occurs transferring control to the page fault routine in the gpe. ..

pa ,

system. - ' .
When the running process experiences a page fault, it must be suspended until the Missing Py

is brought into main memory. . .
The procedure for handling this page fault is straight forward.

1. We check an internal table for this process to determine whether the reference wasav
an invalid memory access.

alido';:

2. If the reference was invalid, we terminate the process. If it
brought in that page, we now page it in.

3. We find a free frame.

4. We sechedule a disk operation to read the desired Page in to the newly allocated frame.

5. When the disk read is complete, we modify the interna
page table to indicate that the page is now in memory.

6. We restart the instruction that was interrupted by the trap. The process can now access the
page as through it had always been in memory.

4.6.Page Replacement NI RS R R

was valid, but we have not Vo

I table kept with the process and the

a frame by writing its' contents to swap space and
e is no longer in memory. We can now use the freed
faulted. We modify the page fualt service routine to

changing the page table to indicate that the pag
frame to hold the page for which the process
include page replacement.

1. Find the location of the desired page on the disk.
2. Find a free frame.

(a) If there is a free frame, use it.

(b) If there is no free framne, use a page replacement algorithm to select a victim frame,
(c) Write the victim frame to the disk: change the page and frame tables accordingly,

3. Read the desired Page into the newly freed frame; change the Page and frame tables_ ..
4. Restart the user process. ‘ :

Page replacement algorithms

1. FIFO Page replacement algorithms : The simplest page replacement al :
first out (FIFO) algorithm. A FIFO replacement algorithm associates with each page the time When that
page was brought into memory. When a page must be replaced, the t.)ldest page is chosen, .NO'ti'éé‘ g iti
s not strictly necessary to record the time when a page is brought in. We can create a FIFg queuc to

- hold all pages in memory. We replace the page at the head of the queue. When a page is brough in 1o -
-memory, we insert it at the tail of the queue. : i e
. - Example : We use the reference string, : o
: i3 . "?-"_7 e L 7, 0, 1 2’ 0, 3, 0, 4, 2, 3, 0: 3’ 2s 1’ 21 0) 19 73 0: l :
. foramemory with three frames. i

gbrilhm_ is af“-st m

2
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Reference string L
;7 o 1 2 0 3 0 4 2 3 9 4 5 4 , 6 % . 5 %
n ﬂ 711 2 2 2 4 4 4 0 9 5 7Y 7 -
TR A ISNENEENE 2K r{[o][0
HjH|Eik HIENENEIENE 3|2 AL

Fig. 4.16 : FIFO page replacement algorithm

For our example reference string,our three frames are initially empty. The first three references
(7,0, 1) cause page faults and brought into these empty frames, The next reference 2 replace page 7,
because page 7 was brought in first. Since 0 is the next reference and 0 is already in memory, we have
no fault for this reference. The first reference to 3 results in replacement of page 0, since it is now first
in line. Because of this replacement, the next reference to 0, will fault, page 1 is then replaced by page
0. This process continues as shown in fig. Every time a fault occurs, we show which pages are in our
three frames. There are 15 faults altogether.

2. Optimal page replacement : An optimal page replacement algorithm has the lowest page
fault rate of all algorithm. Such an algorithm does exist and has been called OPT or min. It is simply
this.

Replace the page that will not be used for the longest period of time.

Use of this page replacement algorithm guarantees the lowest possible page fault rate for 2 fixed
pumber of frames.
Reference string

7 0 1 2
7171l 7|]2
0

1

o 0
1
Page framer

For example, on above reference string, the optimal page replacement algorithm would yicld
nine page faults.

The first three reference cause faults that fill the three empty frames. The reference 10 page 2
replace page 7, because 7 will not be used until reference 18, whereas page 0 will be used 21 5 and page
1 2t 14. The reference to page 3 replace page 1, 2s page 1 will be the last of three pages in memory 10
be referenced agzin. With only nine page fualts, optimal replacement is much betier than a FIFO
algorithm.

3,mmrw:m0dmmmwmm:mmhwﬁninw
my,mcasﬂzmalgorﬁhmmdwﬁmewhmzwgciswbemlfwcmm:mm&

wmmﬂmmwmmmmwwdm

This approach is the least-recently used (LRU) algorithm. LRU replacement associates with
each page fhe time of that page’s last use. When 2 page must be replaced, LRU chooses the page that
Tas mot been used for the longest period of time.

WwlolnM|w
WA NA
wlo|nw|o
= 1 DIN]|=-
- Ol NI
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Reference string

S re—]

2 4 4 4 0 1 1 1
0 | olloll3a]l|3 3 0 0
3 sll21l2]]2 2 2 7

The LRU algorithm produces 12 faults. Notice that the first 5 faults are the same as those for
optimal replacement. When the reference to page 4 occurs, however LRU replacement sees that of the
three frames in memory page 2 was used least recently. Thus, the LRU algorithm replaces page 2, not
knowing that page 2 is about to be used. When it then faults for page 2, the LRU algorithm replace

page 3, since it is now the least recently used of the three pages in memory.

é"wﬁ"*,«

SRS
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" Page replacement : If no frame is free, we find one that is not currently being used and free.
it.We can free a frame by writing its contents to swap space and changing the page table to
indicate that the page is no longer in memory,

. —— - T* - e s — e e e s e o e e e e
TET Jm\{}?" “.\_I T\“\wﬂ'\vrh‘\\_)fnﬂ J/rf“jfrr‘vf,“\‘v;f,‘»q R — ——

EXERCISE PEIE LYy

8L \ ¥ T
e PN e SN S SVEaS AP A WP P WIL Zan AV Pt SID Pt s

u/’/’/\ ﬁbi‘sau?

1. What are the steps involved in loading a program in memory?

2. What is swapping and what is its purpose?

3. Explain dynamic partition of memory.

4. What is compaction?

5. What is fragmentation? Explain its types.

6. What is paging? Explain the basic method for implementing paging.

7. Explain concept of segmentation.
8. Explain difference between segmentation and paging.
9, What is virtual memory? |

10. What is demand paging?

11. What is need of page replacement algorithm?

12. Explain FIFO page replacement algorithm.

13. Discuss LRU page replacement algorithm.
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{e) Devices, Storaga Davuces. Buffenng. Spool‘mg

5.1. /0 management gt B oa el SN I S s e e
Input devices are used to get mfonnatmn into a computer system, and mclude pcnpheral devioes'
like the keyboard and mouse now found attached to vertually all computer systems. Output devices
receive information from a computer and include devices such as monitor and printers. :
The transfer of data into or out of the computer can take place one character at a time (keyt board
input) or in fixed size blocks (as for the transfer of data between secondary storage and workinu
memory). In the personal computer systems of the 1980s and 90s,devices such as printers and disk
drives were connected to the system’s main circuit board (the mainboard or mother board) via parallel
cables, allowing a number of bits to be sent along the cable at the same time using multiple signal -
WIIES, : e
One of the main functions of an operating system is to control access to the input and output
devices attached to the system’s mainboard. It must respond to user keystrokes and mouse clicks,

interpret /O request from user application and arbitrate when two or more processes require the
services of a device at the same time. S

Issues in I/0O management

Let us first examine the context of input output in a co
initially from the point of view of communication mputer system. We shall look at usuu

Wlﬂl a - ’ v
required at the following three levels. devu:e._we figute that conmmmcatwﬂ s

Organization of I/O function

Device management is the part of the
hardware devices. Device management is i
interrupt routine.
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/O Management Functions

Application
i Process
iR % API
e s File '
‘ Manager
k ‘
Device Driver
Hardware
Interface
4 N
Command Status Data
Device Controller

‘ ) ‘ Fig. 5.1 : Device management organization
‘To start /O operation, the CPU loads appropriate instruction and values into the registers of the
device controller via the device driver, The d

evice controller examines the registers,
1. The request may be read or write instruction.

- 2. The controller performs the appropriate actions.
. Computers employ the following four basic mo
1. Programmed mode

- 2. Polling mode

3, Interrupt mode

de of I/O operations.

1 4. Direct memory access mode.
s Programmed 1/0 mode : Programmed /O instructions are the result of I/O instructions
written in computer program. Each data item transfer is initiated by the instruction in the program.,
Usually the program controls data transfer to and from CPU and peripheral. Transferring data
under programmed /O requires constant monitoring of the peripherals by the CPU.
5 Pblli[ngj‘m"ode * In this mode, the system interrogates each device in turn to det
ready to communicate. If it is read

Yy, communication is initiated and subsequently the process continues
3gain to interrogate in the same sequence. This is just like a round-robin strategy. Each /O device gets
an opportunity‘to establish communication in turn. No device has a particular advantage over other
devices, 1 5 .. ...

ermine if it is

s Polling is quite commonly used by systems to interrogate ports on a network. Polling may also
"¢ scheduled to interrogate at some pre-assigned time intervals.

o3, Interrupt mode : Interrupt 1/0 is an alternative scheme d

ealing with 1/O. Interrupt 1O is a
- Way of controlling input/output activity whereby a peripheral or terminal that needs to make or recejve
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o datn transfer sends o signal, This will couse wprogram interrupt to be et at a time appropriate m‘h’
priority level of the /0 interrupt,

When the interface determines that the peripheral 18 rendy for data transfer, it generates ,
interrupt afler receiving the interrupt slgnal, 'The CPU stops the task which it is processing and “cWIcg
the VO transfer and then returms back to iy previous processing task,

4. Diveet memory nceess mode ¢ Removing the CPU from the path and letting the penph
device manage the memory buses direetly would improve the speed of transfer. This tt:r:hmquek1
known as DMA,

Intorrupt .
BG Py F:;ndom A;Za:nu
—» BR emory ( ) 1
RD WR Addresa Data RD WR Address Data
BG — Bus Gront “_‘
¥ BR — Bus Request |
RD — Read
- WR — Write
\ Y "%
A A 2
RD WR Address Data ’ DMA raquegt i
L BR DMA Ile]
» BG Controller « DMA Pglepv‘?:;al
o interrupt acknowledgement

Flg. 5.2 : DMA transfer In a computer system

In this, the interface transfer data to and from the memory through memory bus. A DW
controller manages to transfer data between perlpherals and memory unit.
'5,2. Dedicated Devices Rl bR e A 3
Dedicated devices are company-owned dev1ces that fulﬁll a smgle use-case, such as dlsltj
signage, ticket printing, or inventory management, This allows admins to further lock down the “5“’
of 2 device to a single app or small set of apps and prevents users from enabling other 8Pl’5
performing other actions on the device, :
Dedicated devices are fully managed device that serve a specific purpose. Android prO‘“‘g

AF’I% that can help you create devices that cater to employee and customer specific needs. ”

gmpmyurfuﬂlm § Inventory management, field service management, transport and log!
( ;mmmtr‘ fﬂt‘hm ! K fosks, digial signage hospitally chgck in.

Sllcs?:

-
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T Some popular examples
. Device S Sﬂ‘_je;purpose
e Cash dispensing/ﬁnar;cial transaction
Alrport klosk Flight check-in-boarding pass and baggage claims
i ll;?llsvery device yment TS
_____f Scanning packages/collecting signatures

pedicated device features

Android includes APIs to help peo
e Used for a single use case,

® Runs a restricted number of apps, and in some ¢
* The enterprise owns the device.

* Devices are persistent and mission critical-alw.

B3 sh

' : These are devcies that can be shared between several processes considering an example like a
. hard disk, it is shared, but interleaving between different processes requests. All conflicts for devices
need to be resolved but pre-determined policies to decide which request is handled first.

The devices like disks, drums and other direct access devices are shared devices because these

. devices can be shared by several jobs at a time. Many jobs can be read from disk at a time. These
. devices are efficient but difficult to manage.

| For example : If two jobs request a read from disk, so
| determine which request should be handled first.

B o sy sty
- 54.10 Devices

B
e

ple using dedicated devices focus on their tasks.

ases one app in kiosk mode.

ays on.

PR g

ared Devices

me mechanism must be employed to

o Ne—

fat Input/output management is the least -organized of the components of a computer system.
' Stalling identifies three general categories of /O devices.

L Human readable : These devices are for the human interface. Human readable is suitable for
| fommunicating with the computer user. Examples are printers, video display terminals, keyboard, etc.

- 2. Machine readable : Machine readable is suitable for communicating with electronic
. Equipment, Example are disk and tape drives sensors, controllers, etc.

3. Communication : Communication is suitable f(;)r‘ communicating with remote devices.
. EXample are network devices and modems. The following differences in characteristics contribute to
- heinconsistency of 10 devices, ‘ | '
() Data rate : There may be differences of several orders of magnitude between the‘data
transfer rages, J -
" (i) Applicaﬁo,, . Differént devices have different use in the system, :

(iliy Complexity of control : A disk is much more complex whereas printer requires simple
linterfaci;._ ‘ '

- Contro
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blocks.

(v) Data representation : Different data encoding schemes are used for different devices,
" (vi) Error conditions : The nature of errors dlffer wlde]y from one device to another.

{ 5.4. Storage Devices

A storage device for a computer enables its user to store and safely access the data -
applications on a computer device. Knowing and learning about these computer storage devices |
necessary as it works as one of the core components of the system.

Computer storage device definition

, A hardware device which can be used to store di
| form of images, video, audio, etc. is called a stora
hard drive is one of its examples.

gital data and applications which may be in thg
ge device. It is a key componet of a computer and the

Types of computer storage device

The computer storage devices can be classified in to various

parts, but the computer storage ‘
is also divided in to three parts. |

3 1. Primary storage : This is the direct memory which is accessible to the central processit
unit (CPU).

A R e

This is also known as the main memory and is volatile.

This is temporary. As soon as the device turns off or is rebooted the memory is erased.
It is smaller in size.

S A ) L

Primary storage comprises only of internal memory.
® Example of primary storage include RAM, cache memory etc.

2. Secondary storage : This type of storage does not have direct accessibilj
processing unit. '

ty to the central’

® The input and output channels are used to connect such storage devices to
I they are mainly external,

the computer, as

It is non volatile and larger storagc capacity in comparison to pnmaty storage
This type of storage is permanent until removed by an external factor. .

It comprises of both internal and external memory.

Example of secondary storage are USB drives, ﬂophy disk etc.

3. Tertiary memory : This type of storage is generally not conSIdCI'Cd to be lmponam and
‘generally not part of personal computers,

¢ It involves mounting and unmountmg of mass storage data \
computer device. - DAL W2 i BRI g 20 s 1

{ ~® This type of storage holds robotic functmns AR ‘
7 . It does not always requlre human mtervenuon a.nd can ﬁmctxonzutomtlcal
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§55|—‘St°f computer Storage Devices

There are four types of devices in whj PR
ch g
in detail. computer data can be stored. Discussed below are the

fg;mﬂe
| pMagnetic Storage Devices

. The most commonly used storage devices i

: ; ) S In today’s time are magnetic st devices. These
- ble and easily accessible, A large’ agnetic storage devices. 11¢8
grc afforda €. A large amount of d ; :
s, ata can be stored in these through magnetised
. A magnetic field is created wh :

2 O Eladifiss e doyti en the device is attached to the computer and with the help of the
o magnetic polarities, the device is able to read the binary language and store the information given

| pelow are the examples of magnetic storage devices.

.= Floppy disk : It is a removable storage devcie which is in the shape of a square and comprises
;;}fﬁagnctic elements. When placed in the disk reader of the computer device, it spins around and can
};f?-;gtore information. Lately, these floppy disks have been replaced with CD’s, DVD’s and USB drives.

i Hard drive : This primary storage device is directly attached to the motherboard’s disk
. controller. It is an integral storage space as it is required to install any new program or application to
f_'.‘-__ihe device. Software programs, images, videos, etc. can all be saved in a hard drive and hard drives
5 ‘thhsmfage space in terabytes are also easily available now.

Zip disk : Introduced by lomega, is a removable storage device which was intially released with
& astorage space of 100 MB which was later increased to 250 and then finally 750 MB.

o : ' Track Spindle

) (4 Am
) : assembly
| |
1 [}

Sector / 4
]

; ' 4

— 1 Read/Write
Cylinder . | head

Track and sectors. i
1 121 Platter

Fig. 5.3

40

is attached in the dev

M . etic strip 3
agnetic strip : A magn hich has a strip placet

Suitable example for this is a debit card W
| Gigitaldar, b

L3 ' Magnetic d.iskslprovide bulk of se
- ® Bits of data (0s and 17s) are store
i 1stk contains concentric tracks.

condary storage of moc
d on circular magnetic
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2. Tracks are divided in to sectors.

Operatlng S mm;
84 "K

3. A scctor is the smallest addressable unit in a disk.

i lius of a disk pack.
4. A cylinder is the set of tracks at a given radius of a disk pac

' \ LR
-5. Optical Storage Devices ' .
> 2:1]1 devices use?ascrs and lights to detect and store data. They arc_ cdhca[t)'cr Ilntcompa(;'lsqn 1
USB drives and can store more data. Discussed below are a few common’ly used optical s (?ragc .CVICc;“-;
CD-ROM : This stands for compact disc-read only memory and is an external device which can
store and read data in the form of audio or software data. ' |
Blu-ray disc : Introduced in 2006, Blu-ray disk was bac‘kup by' major IT and Computer
companies. It can store up 25 GB data in a single layer disc and 50 GB data m'a dual layer disc, |
DVD : Digital versatile disc is another type of optical storage device. It can be readable |
recordable and re-writab]e, Recording can done in such devices and then can be attached to the system,
CD-R: 1t is a readable compact disc which uses photosensitive organic dye to record data anq
store it. They are a low-cost replacement for storing software and applications,
Flash memory deivees

bAoA

These storage devices have now
€asy to use, portable and eag]
convenient option to store data,

replaced bhoth magnetic and optic

al storage devices, They are
y available and accessible, They have b

ccome a cheaper and more

Memory card : Usually attached with smaller electro

nic and computerj
memory card can be yseq ¢

O store images,
Memory stick - Originally launched by Sony, a memory stick ¢

and quick to transfer data usi i

were also released.

»  Given below are 5 few characteristics of these storage devcies,

L '
s ®* Because of volatile memory, the data stored can be saved and also replaced Wheneye, Needed
(-] .

5 These devices are readable writable and rewritable which ensure that data saved jp ot
_5- necessary can be remoyeq of replaced accordingly .
2 »  capacity and size of these drives ang devices has become an added advantage

]
a 5
) <
~ i) ‘g
53
§ &
sk —-
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. o Even in terms of performance, usin

_ th .
can also be transferred easily from B these storage devices the data can be saved easily but

i one device to another.
qering :

Operating system stores data in memory while transferring to or from devices.
« To cope with device speed mismatch.

o To cope with device transfer size mismatch.
" o To maintain *‘Copy semantics™’.

is the process of transferri
: mul?slsllo fonsists pﬁmaﬁl;r:2gmd:£nbezee; 2 progsanh s an esiernal dovie, The Pttuess Bt
o g the best possibl
o the program an 1 the device. possible use of the slowest part of the path
. The slowest part is usually the physical channel which is oftern slower than the CPU or a
mem"fy to memory data transfer.
A puffer is a temporary storage location for data while the data is being transferred.

Block Oriented Device
¢ Stores information in blocks that are usually of fixed size.

e Transfers are made one block at a time.

o Possible to reference data by its block number.
o Disks and USB keys are example.

Stream oriented deivce :

' o Transfers data in and out as a stream of bytes.

¢ No block structure.

o Termmals. printers, co
storage are examples.

mmunications ports and most other devcies that are not secondary

ypes of buffering :

1; No buffer : Without a buffer, the. operating system directly accesses the device.

buffer in main memory for an VO request.

2, Single buffer : Operating system assigns a
i . IN ! o DRSS
i User
rating
Og:gtem process
Fig. 54



https://v3.camscanner.com/user/download

Operating sy""\'ft
86

3. Double buffer : A process can transfer data to or from one buffer while the operating sys‘ﬂn

empties or fills the other buffer. Also known as buffer swapping.
Move »

I/O Device E]l r ] | “
User

SR

Operating process :

system ]

Ig. 5.6

4. Circular buffer : Flg
® Two or more buffers are used.
e Each individual buffer is one unit in a circular buffer. |

¢ Used when I/O operation must keep up with process.

VO Device $ = il I::J ,

User ;

Operating process
system i
Fig. 5.7 :

° d

T WA e et f

‘Spooling e i Eﬁ

Spooling stands for “sxmultaneous penpheral operatlon onlme” So in a spooling, more than 4
one /O operation can be performed simultaneously at the time when the CPU is executing some“'«f
process then more that one I/O operation can also done at the same time. |

L L R L R SR

From the above image, we can see that the input data is stored in some kind of secondary device
and this data is then fetched by the main memory. The benefit of this approach is that, in general thd-;s;
CPU works on the data stored in the main memory. Since w'e can have a number of input devices at a:-'

memory will fetch the data one by one from the secondary memory and the CPU wﬂl excute some
instruction on that data. i

CPU

Main
| |/P device IL memory » O/P device

Fig. 5.8

CamScanner


https://v3.camscanner.com/user/download

gement Functions
87

e

'Z lfa man@

; 1 er;;hjirigt[ljy l:lftxt(l:lz‘;:t(;z:;;ome task then at that time, the input deices need not wait for its

1 gher € the CPU generate in the secondary memory without waiting for its turn.

marlfl:;::mo v transgfers thatsosl?t':;( ?:tgltt‘q::}::‘::l (tihat output is first stored in the main memory and

g‘: "+ devices. ary memory, the output will be provided to some
& ng:; fl:: I:;E:m:\elnntsac]a): I}I:::rsifrzzliiz% thlf re can be morc than one documents that need to be

! pﬁzﬁhe \ocuments one by one. o the spool and the printer can fetch that documents and

A'avantages of spooling
‘ gince there is no interaction of 1/0O devices with CPU ¢

A , so the CPU need not wait for the 1/0
ion to take place. The I/O operations take a large amount of time. B e

 opert!
The CPU is kept busy most of the time and hence it is not in the idle state which is good to have

: a simation.
More than one /O devices can work simultaneously.

ef

Zj gﬁiﬁ”k’s’éh_édullng] N , _ _
The pel:fonnal}ce of a c?mputer system is to a large extent dependent upon how fast
; reql_JBSt is serviced. Since most jobs nearly depend upon the disk for input and output purpose.

. Inmulti programmed environment, many processes may be generating request for reading and
yriting disk records because these processes often make requests faster than they can be serviced by

- disk systems, waiting lines or queues build up for each device.

~ For the disk drives, meeting this responsibility entails having fast access time and large disk
bandwidth. The access time has two major components. The seek time is the time for the disk arm to
 mvoe the heads to the cylinder containing the desired sector. The disk band width is the total number
| of bytes transferred, divided by the total time between the first request for service and the completion

';;orf_the last transfer.

. Whenever a process needs
| The request specifies several piece
" o Whether this operation is inpu
‘s What the disk address for the transfer is

. What the memory address for the transfer is

® What the number of sectors to be transferred is
1. FCFS scheduling : The simplest form of disk scheduling is, of course, the first come first

serVed (FCFS) algorithm. The algorithm is intrinsically fair, but it generally does not provide the
fasteSt service. Consider, for example, 2 disk queue with requests for /O to blocks on cylinders.
S ” 98,183, 37, 122, 14, 124, 65, 67 e

% In ﬂm b}dér i f the disk head is initially at cylinder 53, it will first move_from 53 to 98, then m,
'83_’ 37,122, 14, 12’4 65 and finally t0 67 for a total head movement of 640 cylinders. . .-

a disk

/O to or from the disk, it issues a system call to operating system.

s of information.

t or output
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continuously scans back and forth across the disk.

88

0o 14 37 53 65 67 98 122 124 1?3 190
T 1 I [ | I I I I

Flg. 5.9 : FCFS disk scheduling

2. SSTF scheduling : It seems reasonable to service all the rquests close to the current heaé
position before moving the head for away to service other first (SSTF) algorithm. The SSTF algorithm
selects the request with the minimum seek time from the current head position. Since seek tin
increases with the number of cylinders traversed by the head, SSTF chooses the pending request clos
to the current head position.

For example, request queue, the closest request to the initial head position (53) is at cylindcrrﬁ.
Once we are at cylinder 65, the next closest request is at cylinder 67. From there, the request at
cylinder 37 is closer than the one at 98, so 37 is served next. Continuing, we service the request at

cylinder 14, then 98, 122, 124 and finally 183. This scheduling method results in a total
movement of only 236 cylinders. i _ 4

0 14 37 53 65 67 98 122124 183 199
T T 1 [ D I E N

Flg. 5.10 : SSTF disk scheduling

Queue = 98, 183, 37,122, 14, 124, 65, 67
head starts at 53

3. Scan seheduling : In the scan algorithm, the disk arm starts at one end of the di3k an

: 101 ’ ; i d m i ;
towards the other end, servicing requests as it reaches each cylinder, until it gets to the other ey, d o?‘t’;s"
by Uthe .

disk. At the other end, the direction of head movement is reversed, and servicing continues, The hie 3



https://v3.camscanner.com/user/download

.. agement Functions

0 14 37 536567 08

L L L1 122 124 183 199
| I

Flg. 5.11 : Scan disk scheduling

Let’s return to our example to illustrate. Before applying scan to schedule the requests on
. cylinders 98, 183, 37, 122, 14, 124, 65 and 67, we need to know the direction of head movement in
| addtion to the head’s current position (53). If the disk arm is moving toward 0, the head will service 37
 and the 14. At cylinder 0, the arm will reverse and will move toward the other end of disk, servicing
 the requests at 65, 67, 98, 122, 124 and 183. |
T queue = 98, 183, 37, 122, 14, 124, 65, 67
~ head starts at 53 |
B " 4, C-Scan scheduling : Circular scan (C-Scan) sheduling is a variant of scan designed to
pmVlde a more uniform wait time. Like scan, C-Scan moved from one end of the disk to the other,
_servicing request along the way. When the head reaches the other end, however, it immediately returns
. tothe beginning of the disk without servicing and request on the return trip.
g queue = 98, 183,37, 122, 14,124, 65, 67
~ head starts at 53

14 37 53 65 67 g8 - 122124 183 199
| L | e

0
Bi | I I 1

Fig, 5.12 : C-Scan scheduling
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full width of the disk. In practice, neither algorithm is often implemented this way. More Commoy,
the arm goes only as far as the final request in each direction. Then it reverses direction 1mmedmmyy

without going all the way to the end of the disk.

Look scheduling : As we described them, both Scan and C-Scan move the disk arm acrogq th
|

queue = 98, 183, 37, 122, 14, 124, 65, 67

head starts at 53
0 14 a7 53 65 67 98 122 124 183 199
| I | H [ | [ | |

Fig. 5.13 : Look disk schedullng

the mput and output dev1ces attached to the system’s mamboard i
Programmed o mode : Programmed /O mstructlons are. the result of I/O rnstmctlons
written in computer program Each data transfer is initiated by the mstructlon in the program
Pollmg mode : In this mode the system mterrogates each devrce in tum to determme if, ’t

ready to commumcate wabad T ea
o Interrupt mode Interrupt 1/O is an alternatrve scheme dealmg wrth I/O
,. ])MA Removmg the CPU from the path and lettmg the perrpheral devxce manage th
- memory buses directly would improve the speed of transfer. -
_Dedicated device : Dedicated devices are company owned devnces that fulhll a Smgle_ use
. case, such as digital signage, ticket printing or inventory management.
Shared device : These dewces that can be shared between several processes considerin
'-example like hard disk. : ‘ ‘
""Human readable : ’I‘hese devcies are for the human mterfece"
-"-‘Maehine rendable Machme readable is surtable for -co mmunt

Communication ' Commuruc
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\ o " anage,nment F
_:.s'mlgge device : A storage device for a computer enables its ser to store and safe
‘he data an d applications on a computer dcvicz ter enables its user to store and safely access .

+ A buffer is : T
Buffﬂt‘:: . system Store: ::‘np? rary storage device for data while the data is being transferred. &
Qpeieting 7 a in memory while transferring to or from devcies. i3

spooling : More than one I/O operation can be performed simultancously

XERCISE

1. Explain the dedicated device.

3. Difference between dedicated device and shared device.
3. What is DMA?

4. Explain characteristics of I/O devices.

5, What is buffering and also explain its types.

6. What is storage device?

7. What is spooling?
8. Explain the /O management functions.
a
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Basic file system, Logical file system, Physicy ﬂie
ds of Allocating Disk Space SRRl

Types of File System; Simple file system,
system, Various Metho

Py Lo
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6.1. Introduction B Pl g
A file is a named collection of related information that 1s recorded on secondary storage, A file

is a collection of similar records. The file is treated as a single entity by users and application and may
be referred by name. File have unique file names and maybe created and deleted. ‘

File Attributes
(i) Name : The symbolic file name is the only information kept in human readable form.
(ii) Identifier : This unique tag, usually a number, identifies the file with in the file system. Itis
the non-human-readable name for the file.
(iii) Type : This information is needed for systems that support different types of files.
(iv) Location : This information is a pointer to a device and to the location of the file on the
device. 2

(v) Size : The current size of the file (in bytes, words, or blocks) and possibly the maximum
allowed sizes are included in this attribute. ¥

(vi) Protection : Access-control information determines who can do reading, writing
executing, and so on.

(vii) Time, date and user identific

) ation : This i i i ,lasf‘
modification and last use. !_S nformation may be kept for crestiof, 2

File operations

S &re necessary to create a file. First space in the file system most

must be made in the directory, o.allocate space for the file. Second an entry for the ne"f ’

2. Writing a file ; To write
- . y a ﬁle’
and the information to be written to the ﬁl:v e a.
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i 4. Deleting a file : To delete a file, we search the directory for the named file. Having found the
¢ associated directory entry, we release all file space, so that it can be reused by other files and erase the
directory entry.

5. Repositioning within a file : The directory is searched for the appropriate entry, and the
urrent file position pointer is repositioned to a given value.
6. Truncating a file : The user may want to erase the contents of a file but keep its attributes.
. Rather than forcing the user to delete the file and then recreate it, this function allows all attributes to
- remain unchanged.

" File Types

A name and an extension. Following table gives the file types with usual extension and
function.

FileType % “"Usual Extension "~ | " 7 ' Function
‘ Eiécq@ble exe, com, bin, or none Read to run machine language program
Objec/t- - obj, o | Compiled, machine language, not linked |
L Sburce code ¢, cc, java, pas, asm, a Source code in various language i
Batch ¥ bat, sh | Commands to the command interpreter 1
 Text -';"-' ; txt, doc Textual data, documents i
}Word pfocé.ssor. , WP tex, rrf, doc | - | Various word-processor formats T
‘L'ibmry : lib, a, so, dll, mpeg, mov | Librariers of routines for programmers |
Pﬁﬂt orv1ew sl arc zip, tar nA ASCII or binary file in a» format for printing 1
Archive 0| are, Xip, tar i Related files grouped into one file, sometimes
sk <€) : : compressed, for archiving or storage
o Mﬁlﬁmédié' <o | fnpeg; ‘mbv, fm'" Binary file containing audio or A/V
Ty information
g Flle structure

. File structure uses followmg four terms ;
" 1.Field : Field is the basic element of data. An individual field contains a single value. For
_ example-ﬁrst name, date, time, etc.
T Reéord’ + A record is a collection of related fields that can be treated as a unit by some
, 'applicatlon program
3 ;' For example Student record would contain sich field as name, enrollement number, student
n 'me father name, address and so on,

f3 Fil;a s A ﬁle is a collection of similar records, Files have file names and may be created and

y
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tabase may contain all o
4. Database : A database is a collection of related data. A da 7

information related to an organization or project.

e menagemen! d important features of operating system. ()pem

File management is one of the basic anrn o the files with different ext ensions are mmw

system is used to manage files of computer syste
by operating system. ]

A file is collection of specific information stf)red ) €t heF 558
management is defined as the process of manipulating files 1n comp
includes the process of creating, modifying and deleting the files.

The following are some of the tasks performed by file management of opemtlng sy:tem..
It helps to create new files in computer system and placing them at the specific oca_m?n;, ,
It helps in easily and quickly locating these files in computer system. i
It makes the process of sharing of the files among different users very easy and user fnend]y:i
It helps to store the files in separate folders known as directories. These directories help@;
users to search file quickly or to manage the files according to their types or uses. i
5. It helps the user to modify the data of files or to modify the name of the file in- |
directories.

File store information. When it is used, this information must be accessed and read into
computer memory. The information in the file can be accessed in several ways. Some systems provi
only one access method for files. &

n the memory of computer system;:l?_
tem, its managemey

B wR o

on on a file. A read operation-read ncxt-read‘

2 file pointer, which track the 1/O location:

‘ ¢ end of the file and advances to the end of the.
newly materials. Py g

Similarly, the write operation-write next appends to th

1. Direct access : Direct access allows random access to an : o ek
y file block. ;
a disk model of a file. A file is made y This method is based

P of fixed length logical records, A dire is
arbitrary block to be read or written, It allows programs to read ¥ access file al

paraticular order,
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6.3. Directory System

A directory contains information about the files, including attributes, location and ownership.
We want to be able to insert entries, to delete entries to search for a named entry, and to list all the
entries in the directory.

Following operation that may be performed on the directory.

Search for a file : Directory is searched for finding particular file in the directory. Files have
symbolic names and similar names may indicate a relationship between files.

Create a file : New files need to be created and added to the directory.

Delete a file : When a file is deleted, an entry must be removed from the directory.

Rename a file : Because the name of a file represents its contents to its users, we must be able
to change the name when the contents or use of the file changes.

List a directory : We need to be able to list the files in a directory and the contents of the
directory entry for each file in the list.

Types of Directory

1. Single level directory : The simplest directory structure is the single level directory. All files
are contained in the same directory, which is easy to support and understand.

When the number of files increases or when the system has more than one user. Since all files
are in the same directory, they must have unique names.

D.CCN. - 0.S. D.S. Web Tech Math —
Computer science

(Directory)

<«— Files

Fig. 6.1

2, Two level directory : A single-level directory often leads to confusion of file names among
 different users. The standard solution is to create a separate directory for each user.

‘' In the two level directory structure, each user has his own user file directory (UF D). The UFD’s
: _have sumlar structures, but each lists only the files of a single user. When a user job starts or a user
1ogs in, the system’s master file directory (MFD) is searched. The MFD is indexed by user name or

account number and each entry points to the UFD for that user.

CamScanner


https://v3.camscanner.com/user/download

T

Operating Systy,

Civil Master file directory

C.S. I.T. Elex

User file
directory y

Web CA. & L.T.
D.CCN.| O.s. D.S. Tech C.H.M. | Security

UOdd doa o

Fig. 6.2

L |

3. Tree-structured directories : This generalization allows users to create their OWn
subdirectories and to organize their files accordingly, A tree is the most common driectory structure
The tree has a root directory, and every file in the system has a unique path name. v

A directory (or subdirectory) contains a set of files or subdirectories.

JLNP, GP.L root directory |
Cs. I.T, Elex Civil
Student Student
‘ name l name ls,.tl:g:: tl lsr:‘a":':em
DCCN| o0s. | pg | Web |cAas]| IT. :
- Tech C.H.m. [Security| S.E. ECD. | EiM. - | orawing Survey
y
Practical j Practical Practical
S ! - Flg.6.3
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4. Acyclic-graph directories : Acyclic graph directories allow directories to have shared

subdirectorics and files. Same file or directory may be in two different directories shared files and
subdirectories can be implemented by using links.

J.L.N.P, G.P.L.
C.S. Elex Elex Civil :
~
Student Student
name name
Syllabus

Math Physics Drawing

(L

3 Ly

Fig. 6.4

Types of file system

- Simple file system : Design and implement a simple file system. The simple file system handles
a single application at any given time, it implements no user concept, does not support protection
among files. Although these assumptions are quite dramatic it leaves the file system still usable in
single taskihg environments such as digital cameras and other embedded environment. Also you will
implement a simplified interface to file system with notable restrictions such as : limited length file
names, limited length file extensions, no subdirectories. (only a single root directory), few file
attributes such as size and no file permissions.

Basic file system : The basic file system works directly with the device drivers in terms of
retrieving and storing raw blocks of data, without any consideration for what is in each block may be
referred to with 4 single block number with head sector cylinder combinations.

- = ..Open/close files : Retrieve and set up information for efficient access.
‘ * Get file descriptor
~* ® Managg open file table,
. File descriptor :
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® Protection information
® Mapping to physical disk blocks
® Time of creation, last use, last modification.
Basic file operation :
(A) File operation :
® Create new files

* Open, or start using, a file that was created prior to the running of this program.

® Increase the size of the file (extend), if and when the file has exhausted the current allocatedm
space. '

* Stop using (close) the file after the program has finished using it.
* Delete a file that already exists.

(B) Block data transfer o
designed by the program,

6.4. Logical File System = = -

Logical files do not contain data. The

peration : Transfer data from (READ) or to (writer) the device,:{

The field-level description of the re
arrangement in this record.

members. Records in database

A collection of bytes stored o

original data, A physical file containg one record format,

CamScanner


https://v3.camscanner.com/user/download

asAuocatlonMethods S — 9

" Many files are stored on the same digk, T iy Selhan R
disk space is utilized effectively ang files can be accessed qui ! se files
On secondary storage, a file consisty of - L,
‘ﬁﬁp(msiblc for allocating blocks to files, Space i
?“-i\ich we shall refer to as portions,

-~ Three major methods of allocating disk space are
1. Contiguous allocation method,

2. Linked allocation method,

3. Indexed allocation method,

| 1. Contiguous allocat.ion metho‘d + Contiguous allocation requires that each file occupy a set of
‘contiguous blocks on the disk. The disk addresses define a lincar ordering on the disk. With this

| andering, assuming that only one job is accessing the disk, accessing block b +1after block b normally
| requires no head movement, :

| Contiguous allocation of a file is defined by the disk address and length (in blcok units) of the
first blcok. If the file is # blcoks long and starts at location b, then it occupies block b, b+1, b +2,

| b+n-1. The diréctory entry for each file indicates the address of the starting block and the length of
| area allocated for this file. | )

7 Example : Following directory contains the files Tushar, Aman and Kajal; and each file defines
the starting block and length of area allocated for this file. Such as Tushar's file starting block 2 and
length is 3 blocks. So allocated the disk space of Tushar’s file are block 2, block 3 and block 4.

Q0 that

in wide use,

|
|
I
|
i

Directory / \
\ _/

Flle Start Length L — Tushar

Tushar 2 3 |2 [ds [a tl—j—s’—
Aman 7 2 (e|(d7 e[ Tro

- 3 X —A
s = ) e s i
[1e (17 e 1o [Jeo
22[ |23 [ Ja4|[ Jes
ez =[] bl

SER==D

Fig. 6.5

llocation method : Linked allocation solves all problems of contiguous allocation.

2. Linked 2 each file is a linked list of disk blocks and in linked list consists of blocks

- With linked a“(’;agi(:,?:ied in two parts. First part contains the information and second part contains
. Where each bloc : 4

. address of next blocks.

o
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—
Directory C___/

Flle Start Length
Deepak ;t' 22

N

Fig. 6.6

Example : In above example, a file (Deepak) of five blocks might start at block 7 and contimg‘_‘:;_j.
atblock 13, then block 12, then block 18 and finally block 22. 3

3. Indexed allocation method : Linked allocation solves the exte
declaration problems of contiguous allocation. Ho
table), linked allocation can not support efficient
scattered with the blocks themselves al] over the di

mal-fragmentation and snze
wever, in the absence of a FAT (file-allocation |

direct access, since the pointers to the blocks are
sk and must be retrieved in order. &

Directory

File Index block
Abdul 16

=d

12
16 13
17

 indexed allocation solves this problem by bringing all the pointers together
the index block. ' PRI Rl M S
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gach file has its own index block, which, 1S an g 101
; ray of

; f th
- contains the address of the index block, T, find and reaq gp ;th i
dex block entry.

Sequential access : Informatron in the fi

le is processed in order, one record after the ofher
_ Direct access Dlrect access allows random access to any fi file block.
Indexed access Records are only accessed through their mdexes

o Directory system A dlrectory contams mformatlon about the ﬁles mcludmg attributes,
 location and ownersh1p ' Lk .

Simple file system The simple file system handles a smgle applrcatlon at any grven tlme 1t
"lmplements no user concept does not support protectlon among ﬁles

~Basic file system : The basic file system works dlrectly wrth the devrce dnvers in terms of :
- retrieving and stonng raw block of data without any cons1derat10n

Loglcal file system Logrcal files do not contam date" They contam a descnptxon of records
* that are found i in one or more physwal ﬁles

: "PhySIcal file system Physwal ﬁle contains the actt

b 2o ,,Contlgnous allocatlon method : o
g blocks on the dlsk' By : :;
o ;?i;t]l(g:oulsl catlon method Lmked allocation solves all problems of conhguous allocauom -
ed allo
4 Wlth lmked allocatton, each file isa lmked list of d]Sk blocks

: llocation method : . In’ mdexed allocatlon method each ﬁle has 1ts_ own. mdex od
; oca d
lnd:l:::‘h::h is an array of disk block addresses

data that is stored on the system. :
at eaq h ﬁle occupy a set of

ttributes of files.
¢ and explain 2
1. What is file? Lis

2. Explain concept of file Structtu ﬁr;ctlons
* agemen
3. Discuss the file ma::s tgypes of file operation which can be performed on a file with examples"
he vario
4. What are t

.5, Explainthe file system fypes.
g 8 BX
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6. Explain direct file access method,

7. What is sequential and indexed access method?

8. What is directory system?

9. Explain different types of directory structure.
10. What is tree structured directories? Explain with diagram.
11. Discuss various file allocation method in detail,
12. Compare the contiguous allocation and indexed allocation.
13. Draw diagram and explain linked file allocation.
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LINUX OPERATING SYSTEM

| p—

. History of Linux and Unix, Linux Overview, Structure of Linux, Linux releases, Open Linux, Linux
£ System Requirements, Linux Commands and Filters: mkdir, cd,rmdir,pwd, Is, who, whoami, date,
~_ catehmod, cp, mv, rm,pg,more, pr, tail, head, cut, paste, nl, grep, wc, sor, kill write,
- talk,mseg,wall, merge,mail, news '
. :Shell: concepts of command options, input, output,redirection,pipes, redirecting and piping with
., standard errors, Shell scripts,vi editing commands sk e

7.1. History of Linux

Linux operating system was created in the early 1990s by Finish software engineer Linus Tor
Valds and the Free Software Foundation. While still a student at the university of Helsinki, Tor Valds
started developing Linux to create a system similar to Minix, a Unix operating system. In 1991 he
released version 0.02; version 1.0 of Linux Kemel, the core of the operating system, was released in
1994,

Linux grew throughout the 1990s because of the hobbyist developers. Although linux is not as
user friendly as the popular microsoft windows and Mac Os operating system, it is an efficient and
reliable systefn that rarely crashes. Combined with Apache, an open-source web server, linux accounts
for more than a third of all servers used on the internet.

Because it is open source, and thus modifiable for different uses, Linus is popular for systems as
diverse as cellular telephones and super computers. ‘ i

, It is useful to make the distinction between the linux kemel and a lm.ux system. Th-e linux k@el

. i5'an entirely original piece of software developed from scratch by the linux COIEmm"Y' 'I';:e 't‘;'“x
System, as we know it today, includes a multitude of components, some wnttt?n O'Th sc:tct others
borrowed from other development projects, and still others created in collaboration w1‘ Pt “ms

History of Unix S et

. nis Ritchie, system
" 'The first version of unix was created in 1969 by Kenncth Thompsc_m;n; Dem@‘w‘;l:gﬁ S
fﬂ'gine’ers at AT & T°s Bell Labs. It went through many revisions and gain PO e e

‘ . . . : ration.
- When it was first made commercially available by interactive system corpo
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At the same time a team from the University of California at Berkeley was workip, to

i
UNIX. In 1977 it released the first Berkeley software distribution, which became knoy, as BSn[l)p:ve. :
time this won favour through innovations such as the C shell. - |
Meanwhile the At & T version was developing in different ways'. The 1978 release °fVersion
included the Bourne Shell for the first time. By 1983 commerci.al interest was growing and g
Microsystems produced a UNIX work station. System V' appeared, directly descended from the Orging
AT & T Unix and the prototype of the more widely used variant today.
Linux Overview

Linux is similar to other operating system you may have used before, such as Windows, Mac
(formely OSX) or ios like other operating system. Linux has a graphical interface, and the same
of software you are accustomed to, such as Word Processors, photo editors, video editors and g on,

Linux also is different from other operating systems in many important ways, first and p
most importantly, linux is open source software. The code used to create linux is free and avialable ,
the public to view, edit and for users with the appropriate skills-to contribute to.

Linux is also different in that, although the core pieces of the Linux operating system g |
generally common, there are many distributions of Linux, which include different software options,

This means that Linux is incrediply customizable, because not just applications, such as wor
processors and web browsers, can be swapped out.

Depending on which user survey you look at, between one-and two thirds of the webpages m
the internet are generated by servers running Linux.

Structure of linux

Linux is one of popular version of Unix operating system. It open source as its source code s
freely available. It is free to use. Linux was desi

gned considering Unix compatibility. Its functionaliy
list is quite similar to that of Unix. -

Components of Linux System : Linux operating system has primarily three components.

L Kernel : Kernel is the core part of linuxs. It is responsible for all major activities of ths
operating system. It consists of various modules and it j

nteracts directly with the underlying hm' |
Kemel provides the required abstraction to hide low level hardware details to system or applicati® |
programs. ' -

2, System Library : System libraries are special functions or programs using which applicatio?
programs or system utilies accesses k

ams o emel’s features, These libraries impiement most ‘of ¢
functionalities of the operating system and do not requires kernel module code access rights. -
3. System Utility : System utility

i programs are responsible to do specialized, individual e
8. i L

Kernel_ Mode vs User Mode : Kerpel component code executes in a spéciai._privﬂcged mode |
called kernel mode with full acces Tl S o g
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Linux Operallng System

System i l User
User
Software Process Utility Compilers

System Librarles

Kernel

minln

Kernel Modules

JJJjJ

-

8 Hardware | e .

Fig. 7.1

Suport code which is not required to run in kernel mode is in system library. User programs and

other system programs works in user mode which has no access to system hardware and kernel code.

=

LE)

N

Following are some of the important features of linux opearting sys

Portable : Portability means
software can works on different
types of hardware in same way.
Linux kermel and application
programs support their installation
on any kind of hardware platform.

tem.

e 2O i T 1

Open source : Linux source
code is freely available and it is
community based development
project. Multiple teams work in
collaboration to enhance the
capability of linux operating system
and it is continuously evolving.

Flg.7.2

Multi user ; Linux is a multiuser system means multiple users can access system W@W?ilme; i
~ memory [RAM| application programs at same time. i g iy LTS G
" Multiprogramming : Linux is a multiprogramming system means multlm-e'app e T

Tun at same time. iy : o AR IR TN ch system files/user
... Hierarchical file system : Linux provides a standard file structure ‘l_n;whlch_,s.ystp_ e
files are arranged. iy i .
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Shell ; Linux provides a special interpreter program which can be used to execute COmmgy,
ell .

ting system. . : :
the 01?"'5"a fi t; : Linux provides user security using authentication features like passworq,
ecurity :

dsof

Linux Architecture ' | i
The architecture of a linux system consists of the following layers : :

Hardware Layer : Hardware consists of all peripheral devices (RAM | HDD | CPU etc.)

Kernel : It is the core component of operating system, interacts directly with ha

l‘dWare, ~'
provides low level services to upper layer components.

Shell : An interface to kernel, hiding complexity of kemel’s functions from users. The She
takes commands from the user and execute kernel’s functions.

Utilities : Utility programs that provide the user most of the functionalities of an operating
systems. k

- " 2 — . D N AN O A e o 0 e
T A e 3 e A o o s e o e et v . ket TR s
! i e i e . by ’ \ ~
i - !

List of all linux operating system releases, listed alphabetically. This operating system by linuy

list includes all linux based operating system releases. This linux operating system list contains all new
| and old releases of the linux operating

system. Some of these might are top rated versions of linux, -
while others may be horribly outdated. ey B ]
1. Android :
' Developer Various (mostly google and the open hand set alliance)
Weritten in Java (Ul) C (Core), C++ and others’ .3 . F.Awines 1
OS family Unix-like (modified linux kernel) s i
Working state Current DT PTES TR P SO
Source model Open source : ]
Initial release 23 Sep 2008 = kit | 1
Latest release 8 Sep 2020 | AT
Marketing target Smart phones, tablet, computers, smart Tyy A 1
Available in 100 + languages R, ;
Package manager APK-based
Platforms 64 and 32 bit ARM, X 86 and X g6 -64 ~
Kernel type “ Linux keme] > ' :
Default user interface _Graphical , S
License Apache license 2.0 for nscr space soﬂwamGNUGPL ' fhfr
the linux kemel, i R o 5
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2, Arch Linux ;
Developer Levente Polyak and others,
0S family UNIX-like
Working state Current

Source model

Inivial release

Latest release
Marketing target
Package manager
Platforms

Kernel type

Default user interface

License

Open source

11 March 2002

01-01-2021

General purpose

Pacman, libal pm

X 86 ~ 64 1686 (unofficial) ARM (unofficial)
Monolithic (Linux)

Command line interface

Free software

3. Debian GNU/Linux :

Developer The debian project
OS family Unix-like
Working state Current

Source model

Open source

Initial release Sep 1993

Latest release 5 Dec 2020

Available 75 languages

Package manager APT, dpkg

Platforms X86 —64, arm 64 i 386, mipsel
Kernel type Linux kernel

Default user interface GNOME on DVD, XFCE on CD
License DFSG-Compatible licenses

4. Gentoo linux ;

Developer Gentoo foundation
OS family ‘Unix-Like (LINUX)
| Working state Current
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J

Source model Open source
Initial release 26 July 2000

Package manager Portage

-32,X86-64, 1A-64, PA-RISC (HPPA), Power PC3y,

Platforms ;;\)ARC o "
Kernel type Monolithic (Linux)

License Free software |

Default user interface Xfce, LXQt, KDE, GNOME, Fluxbox, i3 Sway,*\ |
5. Kubuntu : i gl

Developer Community driven previously blue system

OS family Linux (Unix-like)

Working state Current

Source model Open source

Initial release 8 April 2005

Latest release 22 October 2020

Available in Multilingual

Package manager dpkg

Platforms 1A-32, X86-64, ARM

Kernel type Monolithic (linux)

Default user interface KDE plasma desktop, Plasma mobile

License Free software
6. Mandriva linux :

Developer Mandriva

OS family Unix like

Working state Discontinueq

Source mode] Open source

Initial release 23 July 1998

JI:mist rele.ase 28 Aug. 2011 . 4 2] _‘

vailable in Mllllilingua] ; M
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package manager Urpiii, rpmdrake
latforms Sl
P and 64, 686, 1586, i486m, 1386, sparc 64. MIPS, Xbox
Kernel type Monolithic (Linux)
pefault user interface KDE Plasma desktop
icense .
L Various free software, plus proprictary binary blobs
7. PC Linux OS :
Developer Bill Reynolds aka **Texst ar
OS Family Linux (Unix-like)
Working state Current
Source model Open source
Initial release October 2003
Latest release 15 October 2020
Package manager Apt-get (RPM)
Platforms amd 64
Kernel type Monolithic (Linux)
Default user interface KDE plasma
Desktop. MATE.
XFCE
License Various
8. PS2 Linux :
Developer Sony computer entertainment
OS family UNIX like
Working state Discontinued
Initial release 2002 »
Platforms Playstation 2 SCPH - 50000 and earlier
Kernel type ‘ Monolithic (Linux kernel)
Default user interface Window Maker
9. Red hat Linux ¢
Developer Red hat
OS family Linux (unix like)
Wdrking state o Discontinued

CamScanner


https://v3.camscanner.com/user/download

—E |

110

Source model
Initial release
Final release

Package manager

Open source
13 May 1995

31 March 2003

RPM package manager
Monolithic (Linux)

—

Kernel type
License Various
d hat enterprise Linux, federa
Succeeded by Re p _—
10. Sabayon Linux :
—_—

Fabio Erculiani and Team

Platforms

Developer

OS family Linux (Unix like)

Working state Current

Source model Mixed

Inital release 28 November 2005

Latest release 31 March 2019

Package manager Entropy/Portage

Platforms X86-64, previously also IA-32
Kernel type Monolithic Kernel (Linux)
Default user interface GNOME, KDE, XFce, Mate, Flubox.
License Various; Mainly GPL
11. Slackware :

Developer Patrick Volkerding

OS family Linux (Unix-like)

Working state Current

Source model Open source

Initial release 17 July 1993

Latest release 30 Jun 2016

Available fn Multilingya]

Package manager- Pk gtool_, SlaCkpkg

IA.32, X86-64’ ARM :
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Kernel type
Default user interface

License

Monolithic (Linux)
CLI

GNU General Public License.

12. Ubuntu :

Developer Conorical Ltd.
OS family Linux
Working state Current
Source model Open source
Initial release 20 Oct. 2004
Latest release 22 Oct. 2020

Available in More than 55 language by LOCOs

Package manager GNOME software, APT, dpkg, snappy, flatpak

Plateforms 1A-32, X86-64
ARM 64, ARMhf
PPC 64 le (Power 8)
S 390x

Kernel type Linux kernel

Default user interface GNOME

License Free software

'7.4. Open File in Linux

There are various ways to open a file in a linux system. It is a fairly s'traight‘ forward ;:)roce.ss ta
view the contents of a file, but if you are a new usef, it may brother you. It :ls] n;)i:i :; e;asgl :smgma;ﬁs :
file in notepad. From the linux terminal, you must have some exposures "& tinninal i e
There are some commands such as Cat, Is that are used to read files from ﬁt; Video- ;r.nage et

In linux, we can display various file formats such as text file, a;clléom :;s;he-te i > X

or any other file contents. Following are some useful W?YS to open a . mnnals. LT evitn
1. Open file using cat command : It _simply prints the ﬁmd. | “teurmma- s
~ many option to make it more specific. To go 1n depth with cat co ._
~ Cat< file name >
.Let’s create a file to understand how to open a file. Execute the
C at Test. txt .

. This is a test file.

belowco;nmand. i Ao A
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view one ;
L mmand : The less command allows us to Page at q y;

sing less ¢o "
2. Open file U8 te the less command as follows

ecul
display the file content, exec Less Test txt

‘ age at a time.
The above command will display the file content as a pag d is also used to g ;
i file using more command : The linux more comman Iplay the file
3. Open file us

; : ' d width of the termina] . .
rent. As the less command automatically adjusts the height an 1 Windoy, |+
content. As .
i he terminal.
contents as the width of t
ke More Test. txt
4. Open file using nl command ¢ The nl command displays the file content wit, the Jjpe
number. It i!s) almost the same as the cat command. Difference is that it prepends line numberg Whil

Me t,

displaving the output in the terminal.
il v nl Test. text

5. Open file using head command : We can display the file content by using the hea
command, but it is slightly different than others. It displays the first part of files via standard input,

head < file name >

Linux system requirements
Before installing data connecton linux, your system must meet the minimum requirementy |

provided in this section. |

Operating system and software requirements : j
64 bit U.S. English edition of one of the following
* Red hat Enterprise linux 7 (all releases) s
® Red hat Enterprise linux 6 (all releases) ‘
—Java Runtime environment 8 (embedded)

Hardware requirements :
—64 bit processor, X 86-64, 2 GHz or faster

~ At least 2 GB frec hard drive Space to install data connect,
~8 GB high speed RAM , ‘

~2 GB high speed RAM
= 1-2 avajlable processor cores.

’

Note : These minimum requirements ag

~ 1 GB RAM for Eclipse

~ Recent dual (quag js fecommended) oore Processo P
: . sor,
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Note : Since the data connect developement studio embeds the standalone engine, you do not
s

pave to install the standalone engine.
5. Linux Commands and Filters
It’s recommended to yse 4 command-

effective tasks that require a multi-step proces
typing commands in to CL,

line interface (CLI) because its more powerful aﬁd
s through GUI can be done in a matter of seconds by

 will create a directory called music.
mkdir filename
To generate a new directory inside another directory,
mKkdir music/New file
Use the P (parents) option to create a directo
mkdir — P Music/2020/New file
will create the ‘‘new 2020’ file.

use this linux basic command,

ry in between two existing directories, for example.

2. cd command : The cd command changes your current directory. In other words, it moves
youto a new place in the file system. Let’s say you’re in

| /home/username/documents and you wants to go to photos, a subdirectory of document. To do
- 50, simply type the following command.

Cd photos

3. rmdir command : To remove a directory, use the command.
rmdir directoryname

If you need to delete a directory, use the rmdir command. However, rmdir only allows you to
delete empty directories.

: 4. pwd command : Use the pwd command to find out the path of the current working directory
; (folder) you’re in. The command will return an absolute (full) path, which is basically a path of all the

directories that starts with a forward slash (/).
/home/username
& 5. Is command : The Is command is used to view the contents of a directoiy. 'By'default, tms |
©ommand will display the contents of your current working directory. ' ' iy ‘
i If you want to see the content of other directories, type Is and the directory’s pg_th. For example :
| Is/home/username/documents — :

to view the content of documents 5 des B B L et
6. Who command : While working on the command lif\e. you might want f‘? kDOW mare ?bqut
%ged in users. The who command shows who all are logged in.
R who [option] [file name]
7. Whoami command : As its name suggests,the whoami co

1 bt DR R A, ‘ y logged in us
“Uective user ID. In other words, it‘disp_layg the name Of.the gurrenty ‘logg_
A A BT SRR I T whoami [option] ;

il
i

mmand print the user nari¢ of the
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- 8. Date command : date commands displays and sets the system date and time.

t]
date [option] e [+ forma
date [-u-utc | v universal] [MMDDHHmm] [CC] YY] [.SS]) .
- i tly used in linux. :
9. Cat command : Cat (concatenate) command is very frequ‘er:v zfoncatenaten;lx It reads y
from the file and gives their content as output. It helps us to create, vie es. .

* To view a single file command |
Cat file name 1

e To view multiple files command

Cat file 1 file 2

10. Chmod command : The chmod command is used to change the access mode of a file,

Chmod [reference] [operator] [mode] file name
The references are used to distinguish the users to whom the permissions apply.
11. CP command : CP stands for copy. This command is used to copy files or group of files or -
directory. It create an exact image of a file on a disk with different file name. CP command require at

Jeast two file names in its arguments.
CP [Option] source destination
CP [Option] Source directory
| CP [Option] Source 1 source 2 source 3
‘. First and second syntax is used to copy source file to destination file or directory. Third syntax

is used to copy multiple source files.
Example : CP scenery. jpg /home/ username/pictures.

12. mv command : The primary use of the mv command is to move files, although it can also
be used to rename files.

The arguments in mv are similar to the cp command. You need to type mv, the file name and the
destination’s directory.

mv file. txt/home/username/documents

to rename files the linux command is

myv oldname. ext newname. ext.

13. rm command : The rm command is used to delete directories and the contents within thef™ :
If you only want to delete the directory as an alternative to rmdir-

rm [option]....file
rm-r

Be very careful with this command and double Ch : -k
check _This W
delete everything and there is no undo, ck which directory you are in |

. W ——

14. Pg command ; Pg displays a text file, pausing afier each *‘page’* (the height of the termind!

screen). After each page, a prompt is displa v
: yed. The use i i to Vi€
the next page or one of the key described below. Y 1o ither pees thgganline =

* Ifno file name is given on the command line, Pg reads from standard input. If standard outl"{t

is not a terminal, Pg acts like ¢ oty .
iy at but procedes each file with its name if there is mor®
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le myfile, Text and a prompt (*;

' ) pressin
and listed above may be entered to i y

In more command, the following ke

Enter key : To scroll down page by line,
Space bar : To move to the next page.

b key : To move to the previous page

/ key : To search the string

¥s are used to scrol] the page.

| Syntax : More < file name>
16. Pr command : Pr command is used to

headers, and the formatted text. pr command acty
of the page.

prepare a file for printing by adding suitable footers,
ally adds 5 lipes of margin both at the top and bottom

Pr [option] [file name]
17. Tail command : The tail command is similar to the head command. The difference between

both commands is that it displays the last ten lines of file content. It is useful for reading the error
message.

tail < file namé

18. Head command : The head command is used to display the content of file. It displays the
first 10 lines of a file.

head < file name> | ‘
19. Cut command : The cut command is used to select a specific column of a file. The *-d’

option is used as a delimiter and it can be a space (**), a slash (/), a hyphen (=), or any thing else. And,

the ‘~f* option is used to specify a column number.
; Cut — d-f<file name> , o
Paste command is one of the useful commands in unix or lmux Qperafmg
rging) by outputing lines consxstmg of lmes
to the standard output. The paste command

20. Paste command :
 system. It is used to join files horizontally (parallel me
{ ffom each file specified, separated by tab as delimiter,
- Writes corresponding lines from files. ] Sl
st e Soum Pagts <option> <l nsme™ *  _fe. . o
21. nl command : nl command is used for numbering lines, a;CeP“"lg) ::g:d S e o
B Se e e Vs g i T P ith line numbers appended BE7lLE T
/ fron ' coDi h specified file to STD out, Wi J R e
: ﬁ.(_)m STDI. 1 'qopleg e nl < option> <file name>

Y
e
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22. Grep command : The grep is the most powerful and used filter in a linux system, The
‘grep’ stands for *‘global regular expression print’’. It is useful for searching the content from a fi
Generally, it is used with the pipe.

le,

grep <search word> :
23. WC comaand : The WC command is used to count the lines words, and characters in a file,
WC < file name>

24. Sort command : The sort comand is used to sort files in alphabetical order.
sort < file name >

25. Kill command : The most common command to terminate a process is kill command. You
need to know the PID (process id) of the process you want to terminate.

Linux system allows us to kill a process in various ways, such as kill a process by its name of i
process id (PID).
Kill command sends signal to the specified process for sending signal either signal name or
signal number can be used.
Kill < Signal PID>

26. Write command : The write command allows you to communicate with other users by |
copying lines from your terminals to theirs.

When you run the write command the user you are writing to gets a message of the format.
Message from your name @ your host on yourtly at hh : mm: ..

Any further lines you enter will be copied to the specified user’s terminal. If the other user'
wants to reply, they must run write as well.

Syntax : Write user [ry]
User : The user to write to.

1ty : The specific terminal to write to, if the user is logged in more than one session.

27. Talk command : The talk command provides a text chat int

erface which lets you |
communicate in real time with other logged in users.

Talk is a visual communication program which copies from your terminal to that of another |
user, much like an instant messenger service.
talk person’ [tty name]
Person : If you want to talk to someone on your machine,
name. If you want to talk to a user on another host then person is

tty name : If you want to talk to a user
may be used to indicate the appropriate te

the person is just the person’s login

of the form ‘user@host’

who is logged in more than once. The tty name argument

rminal name, where tty name is of the form 1
‘tty XI’

28. Mesg command : The mesg command allows you control write access to your terminal by

other users,

"The write command allows other users to sen

: . d a message to your iermihal sess'ion; the mesg
. .command is used to toggle these message on or off. % 1

mesg [n/y]
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y: Allows messages to be displayed on your screen

. Wall command : ;
B 2 and : The wall command write a message simultaneously to all other logged in
users:

:Vz;ll d:f: ]i;y:: the contents of file _01', by default, its standard input, on the terminals of all
curently TOE8 sers. The command will cut any lines that are over 79 characters to new lines.

wall [-n] [—¢ Timeout) [File]
-n,— = nobanner : Suppress banner

—t,——time out : Write time out to terminals in seconds.

TIMOUT must be positive integer. Default value is 300 seconds.
Example : Sudo wall message. txt

Using the sudo command to run wall as the superuser, sends the contents of message. text to all
users.

30. Merge command : Merge command is used for three way file merge.

merge [option] file 1 file 2 file 3

Merge incorporates all changes that lead from file 2 to file 3 into file 1. The result ordinarily
goes into file 1, merge is useful for combining separate changes to an original. Suppose file 2 is the
original and both file 1 and file 3 are modifications of file 2. Then merge combines both changes.

31. Mail command : The mail command is used to send emails from the command line
mail - S ““subject < recipient address>

Linux shell are a lot more powerful than the windows command line because they function as a
scripting language as well, with a complete set of tools. Multiple shell can be installed on a systet'n :fnd
it is possible to quickly switch between them. Every shell comes with its own syntax and scripting
features.

Concpet of command option :

Most linux commands have several options. i .
mma i t of linex co E

i nd option are used to control the output o1
et i s are prefixed with a— (dash).

. tion R
2. For almost all linux coml'l’.'ands‘ o and runs the Is comamnd with (eD) option. The I
For example — the following lln;Jx ;::I;:ting of files and directories in the linux system.
and it gives you lon : AR e D ‘
stands for long g J#1s-1
i .ommand option can be combined. ‘ 5 . le system. Ithasanl
* I’ld‘;nu;( ccoommands Ii,s used to list the directories and 1‘iles l;ot\:;l: }::l‘f"‘ gl::yi':d“ding hidden =
(for long) option and on a (for all) option. The & CPEEEZ N
or lo : ;
files.
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4. Linux command option can be combined without a space between them and with 5 single
. 1
(dash) . ) |
The following command is a faster way to the I and a options and gives the same outpy; ag

the linux command show above.
|#1s-1a

5. The letter used for a linux command option may be different from one command to another

For example, the r option of one command may not provide the same f)utput as the‘ ¥ Option
for another command. You can learn how to use linux commands easily by watching linyy
video tutorials.

Redirection is a feature in linux such that when executing a command, you can change the

standard input devices. The basic workflow of any linux command is that it takes an input and give an ‘
output.

® The standard input (stdin) device is the keyboard.
® The standard output (stdout) device is the screen.
With redirection, the above standard input/output can be changed.
Input redirection :
<input redirection
The “<’ symbol is used for input (STDIN) redirection.
Example : The mail program in linux can help you send emails from the terminal;
You can type the content of the email using the standard device keyboard. But if you want to
attach a file to email you can use the input redirection operation in the following format.
Mail - S¢“subject’’ to address <filename
Output redirection : '
| > output Redirection
The “>’ symbol is used for output (STDOUT) redirection.
Is-al>listing
Here the output of command Is-a] is redirected of fi

Use the correct file name while redirecting comm

with the same name, the redirected command will dele
overwritten’’, '

le ““listing”” instead of your screen.
and output to a fil_é_. ".‘H‘ there is an’e“xisting file J
te the contents of that file and then it may be
If you do not want a file to be
you should use “>>* operator, o R S R
Cat MUSiC-mp3>/Ra;n/audio. ST R e

. The cat command reads the file music. mp3 and sends the output to/Ram/audio which is the
audio device , e alie BRa TRRTENS S fati e Ao A YN 2

overwritten but want to add more ébniéﬁt to an e)ustmg file, then
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7.8. Pipes
In linux, the pipe command lets you
term suggests, can redirect the st
processing'
The syntax for the
commands.

andard Sends fhe output of one command to another. Piping, as the
andard output, input, or error of one process to another for further

Pipe or unnamed pipe command is the | character between any two

Command-l/command-ll....lcommand-N

HCITC, the pipe cannot be accessed via another session, it is created temporarily to accommodate
the execution of command-1 and redirect the standard output. It is deleted after successful execution.

‘ A named pipe can last until as long as the system is up and running or until it is deleted. It is
special file Fhat fc')llows the FIFO (first in, first out) mechanism. It can be used just like a normai file.
You can write to 1t, read from it, and open or close it. To create a named pipe, the command is :

mK fifo <pipe-name> -
This creates a named pipe file that can be used even over multiple shell sessions.

Redirecting and Piping the Standard Errors

When you execute commands, an error could possibly occur. You may give the wrong number
of arguments, or some kind of system error could take place. When an error occurs, the system issues
an error message. Usually such error messages are displayed on the screen, along with the standard
output. Linux distinguishes between standard output and error messages however. Error messages are
placed in yet another standard byte stream, called the standard error.

Example : The cat command is give as its argument the name of a file that does not exist,

myintro. In this case, the cat command simply issues and error. '
Cat my intro
Cat : my intro not found.

Because error message are in separate data stream from the standard dutput, error messages still
appear on the screen for you to see even if you have redirected the standard output to a file.

Next example : The standard output of the cat command is redirected to the file mydata. However,
the standard error, containing the error messages, is still directed to the screen.
Cat myintro>mydata :
Cat: myintro not found e _ : !
as you can the standard output. This means you can save

You can redirect the standard error, _
o This is helpful if you need a record of the error

your error messages in a file for future reference,
messages.

Redirection of the standard error relie
reference all the standard byte streams in redirection oper:
. reference the standard input, standard, and standard ' ;
| redirection, >, operates on the standard output, 1. You can modify the 0

the standard error, however, by prece

s on a special feature of shell redirection. You can
ations with numbers. The number 0, 1 and 2
error respectively, By default, an output
tput redirection to operate on

ding the output redirection operatqr; ththe num}:crz _
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' e error message is red;
Example : The cat command again will generate atm er:(;‘.;:lor 8¢ S redire
! anda .
standard byte stream represented by the number 2. The s
' Cat nodata 2> my errors
Cat my errors
Cat nodata not found

ed ¢

Shell seripts d as input from use

Usually shells are interactive that mean, they accept comma(l; " :e] on l-lrs and ¢
them. However some time we want to execute a bunch of commands 10 Y, ave typ
commands cach time in terminals. . ‘

As shell can also take commands as input from file we can write these commands in a file gng
can execute them in shell to avoid this repetitive work. These files are cal{ed _shell SCTIPts or shej
programs. Shell scripts are similar to the batch file in MSDOS. Each shell script is saved with, g file
extension. myscript.sh.

Xecute
Cina

g A shell script have syntax just like any other programming language. If you have prior
experience with any programming language like python, C/C++ etc. It would be very easy to get
started with it. A shell script comprises following elements :
® Shell keywords : If, else, break etc.
® Shell commands : Cd, Is, echo, pwd, touch, etc.

Functions

® Control flow : if then else, case and shell loops etc.
' Need of shell scripts :

® To avoid repetitive work and automation

* System admins use shell scripting for routine backups
¢ System monitoring

* Adding new functionality to shell,
7.9, M edior. 7 i o LTS
The VI editor is the most popular and classic te
reasons which make it a widely used editor.
1. Itis available in almost all linux distributions,
2. It works the same across different platforms and distributions,

Xt editor in linux family. Below, are some

3. It is user friendly, Hence, millions of linux user love it and use it for their editing needs.
VI editing commands
i— insert at cursor
@ — write after cursor .
A — write at the end of line
ESC — terminate insert mode
#— undo last change

U — undo all changes to the entire line

CamScanner


https://v3.camscanner.com/user/download

v
W’_“ﬁ Bystem 121

) AT % 3w i
dd  delete fine
Ydd - delete 3 fines

I defete mterts Gf line 26101 the cutvr

C - delete cmments of line afier the curvr 2nd invert ew text
dv — delerr wend

Adw delete 4 wonds
ow — Change word

X — delete character 28 the curvr
r — replace character
P — averwme charzaters from cursor omiesd
t—— substitine one charzcter under curvor continue 10 insert

5 — Substitute entire line 2nd begin W insent 2 the beginning of line
- — change cave of individual character.

G =7 N 5 e T s 5 e T

_SUMMARY

Linux is modem, free operating system based on unix standards. It kas been desizned o
efficiently and reliably on common PC hardware, nalsormnonasmyofo&tphﬁ:-slt
wmmsamwgmngnnﬁmmﬂmmﬁacamaﬁbkmwmm
mﬂmmamgcmﬁmofﬁ\ﬂ(appmmdn&ngmmmd

commercially supported applications.
Amlmlmgmwh&:mymm@mwmyiV
Jinux,
Kernel : Kamluﬂwmpanoflmhrsrespomibkforanmmdﬁ'
ngsymltmmdvmmzﬂnmﬁmﬂyvﬂﬁ:m
hardware. i
System library : Symlmmmmummw‘_"
programs or system utilies accesses kemel’s features. ,
o isymmhy:‘Symmduypnmmmibkbdomﬁud.,

: lakucmmmmﬁmnﬂnmmdmkandsﬁm
.,:_Redireeﬁon Red:recﬁon uafamcmlmxnxhﬂmmcuamga o

prmmmfmgmamdmmgmmmw
par&s ot’ﬂmr cxmmon envxrmmi with their parent processes, .
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EXERCIS'E

1. What is Linux? Explain the structure of Linux.
2. What is difference between UNIX and Linux?
3. What is Linux kernel?

4. What are the basic components of Linux?

§. What are the basic features of Linux?

6. What is redirection?
7. Define shell. -
8. Write about 10 Linux commands with syntax.
9. Explain the Redirecting and Piping the standard errors.
10. What is shell scripts and also explain the need of shell scripts?
1. What is VI editor? Write about VI editing commands.
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